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Introduction:

● Internet memes 
○ typically, an image and a short piece of overlaid text
○ popular medium of expression
○ empowerment through associated virality 
○ funny

1The Hateful Memes Challenge, Kiela et al., NeurIPS’20  
2Multimodal meme dataset for identifying offensive content, Suryawanshi et al., , LREC-TRAC ’20
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Introduction:

● Internet memes 
○ typically, an image and a short piece of overlaid text
○ popular medium of expression
○ empowerment through associated virality 
○ funny

● Challenging for analysis
○ multimodality
○ context-dependency
○ morphed image
○ noisy/manipulated text

1The Hateful Memes Challenge, Kiela et al., NeurIPS’20  
2Multimodal meme dataset for identifying offensive content, Suryawanshi et al., , LREC-TRAC ’20
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Introduction:

● Internet memes can be harmful and even weaponized
○ hateful memes1

○ offensive memes2 

● Harm is a more general concept than hate and offense

1The Hateful Memes Challenge, Kiela et al., NeurIPS’20  
2Multimodal meme dataset for identifying offensive content, Suryawanshi et al., , LREC-TRAC ’20
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Detecting Harmful Memes and Their Targets

Our Contributions:

● We extend our recently released dataset HarMeme1, which covered COVID-19, with a new topic 
US Politics and thus ending up with two datasets: Harm-C and Harm-P

1 Pramanick et al., Detecting Harmful Memes and Their Targets, ACL’21 
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Our Contributions:

● We extend our recently released dataset HarMeme1, which covered COVID-19, with a new topic 
US Politics and thus ending up with two datasets: Harm-C and Harm-P

● We benchmark the two datasets against several state-of-the-art unimodal and multimodal 
models, and we discuss the limitations of these models.
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Our Contributions:

● We extend our recently released dataset HarMeme1, which covered COVID-19, with a new topic 
US Politics and thus ending up with two datasets: Harm-C and Harm-P

● We benchmark the two datasets against several state-of-the-art unimodal and multimodal 
models, and we discuss the limitations of these models.

● We propose MOMENTA, a novel multimodal framework that systematically analyzes the local 
and the global perspective of the input meme and relates it to the background context.

1Detecting Harmful Memes and Their Targets, Pramanick et al., ACL’21 
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Our Contributions:

● We extend our recently released dataset HarMeme1, which covered COVID-19, with a new topic 
US Politics and thus ending up with two datasets: Harm-C and Harm-P

● We benchmark the two datasets against several state-of-the-art unimodal and multimodal 
models, and we discuss the limitations of these models.

● We propose MOMENTA, a novel multimodal framework that systematically analyzes the local 
and the global perspective of the input meme and relates it to the background context.

● We perform extensive experiments on both datasets, and we show that MOMENTA outperforms 
the baselines.

1Detecting Harmful Memes and Their Targets, Pramanick et al., ACL’21 
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Data Collection & Annotation:

● Collection: Google Image, Instagram, Facebook
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Data Collection & Annotation:

● Collection: Google Image, Instagram, Facebook

● Removal of duplicates
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Data Collection & Annotation:

● Collection: Google Image, Instagram, Facebook

● Removal of duplicates

● Annotation guidelines

● Annotation process

➔ Dry run
➔ Final annotation
➔ Consolidation
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Dataset Summary:

 

Statistics about the Harm-P and Harm-C datasets. Very harmful and partially harmful memes are annotated with 
one of the following four targets: individual, organization, community, or society.

Detecting Harmful Memes 
and Their Targets
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Lexical Summary:

 

Top-5 most frequent words per (class/dataset). The tf-idf score per word is given within parenthesis.
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Baselines:

 

● Unimodal Models

○ Text Only
■ BERT

○ Image Only
■ VGG19 
■ DenseNet-161
■ ResNet-152
■ ResNeXt-101
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Baselines:

 

● Unimodal Models

○ Text Only
■ BERT

○ Image Only
■ VGG19 
■ DenseNet-161
■ ResNet-152
■ ResNeXt-101

● Multimodal Models (Image + Text)

○ Unimodal Pre-training (Text)
■ Late Fusion (Avg.)
■ Concat BERT
■ MMBT

○ Multimodal Pre-training
■ ViLBERT CC
■ VisualBERT COCO

Detecting Harmful Memes 
and Their Targets
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Baselines:

 

● Multimodal Models (Image + Text)

○ Unimodal Pre-training (Text)
■ Late Fusion (Avg.)
■ Concat BERT
■ MMBT

○ Multimodal Pre-training
■ ViLBERT CC
■ VisualBERT COCO

    Access our dataset 
and implementation 
using this QR Code
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● Unimodal Models

○ Text Only
■ BERT

○ Image Only
■ VGG19 
■ DenseNet-161
■ ResNet-152
■ ResNeXt-101
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MOMENTA:

1Learning Transferable Visual Models From Natural Language Supervision, Radford et al., ICML ’21

● We encode each image-text pair using CLIP1, a pre-trained 
visual-linguistic model.
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MOMENTA:

● In addition, we include meme 
object proposals (faces and 
foreground objects) and web 
attributes/entities.

1Learning Transferable Visual Models From Natural Language Supervision, Radford et al., ICML ’21

● We encode each image-text pair using CLIP1, a pre-trained 
visual-linguistic model.
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MOMENTA:

● In addition, we include meme 
object proposals (faces and 
foreground objects) and web 
attributes/entities.

● Intra-modality attention - object 
proposals + CLIP image 
features and web 
attributes/entities + CLIP text 
features

1Learning Transferable Visual Models From Natural Language Supervision, Radford et al., ICML ’21

● We encode each image-text pair using CLIP1, a pre-trained 
visual-linguistic model.
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MOMENTA:

● In addition, we include meme 
object proposals (faces and 
foreground objects) and web 
attributes/entities.

● Intra-modality attention - object 
proposals + CLIP image 
features and web 
attributes/entities + CLIP text 
features

● Cross-modality attention fusion 
(CMAF) with two major parts: 
modality attention generation 
and weighted feature 
concatenation

1Learning Transferable Visual Models From Natural Language Supervision, Radford et al., ICML ’21

● We encode each image-text pair using CLIP1, a pre-trained 
visual-linguistic model.
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Evaluation:

Performance of MOMENTA for harmful meme detection (2-class, 3-class) 
on both Harm-C and Harm-P datasets. 

● In terms of accuracy, we 
observe that MOMENTA 
achieves sizable  
improvements for the 
2-class and 3-class tasks 
over the best multimodal 
models on both Harm-C 
and Harm-P datasets.

MOMENTA: A Multimodal Framework for 
Detecting Harmful Memes and Their Targets
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Evaluation:

Performance of MOMENTA for harmful meme detection (2-class, 3-class) 
on both Harm-C and Harm-P datasets. 

● In terms of accuracy, we 
observe that MOMENTA 
achieves sizable  
improvements for the 
2-class and 3-class tasks 
over the best multimodal 
models on both Harm-C 
and Harm-P datasets.

● The corresponding 
Macro-F1 scores also 
improve by a similar 
margin.

MOMENTA: A Multimodal Framework for 
Detecting Harmful Memes and Their Targets
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Performance of MOMENTA for target identification of harmful memes on 
both Harm-C and Harm-P datasets. 

MOMENTA: A Multimodal Framework for 
Detecting Harmful Memes and Their Targets

● Similar trend is observed for 
target identification

Evaluation:
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Performance of MOMENTA for target identification of harmful memes on 
both Harm-C and Harm-P datasets. 

MOMENTA: A Multimodal Framework for 
Detecting Harmful Memes and Their Targets

● Similar trend is observed for 
target identification

● MOMENTA outperforms the 
best models by 2.14 points 
absolute in terms of 
accuracy and by 3.88 points 
in terms of F1 score on 
Harm-C, and by 1.26 points 
of accuracy and 1.44 points 
of F1 on Harm-P

Evaluation:
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Transferability of the two best-performing baselines and MOMENTA on 
Harm-C, on Harm-P, and on the combination. 
The models are trained on the dataset in the row and tested on the one 
in the column. All scores are Macro F1.

● When training and testing on the 
same dataset, all models yield 
high F1 scores.

Transferability:
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Transferability of the two best-performing baselines and MOMENTA on 
Harm-C, on Harm-P, and on the combination. 
The models are trained on the dataset in the row and tested on the one 
in the column. All scores are Macro F1.

● When training and testing on the 
same dataset, all models yield 
high F1 scores.

● However, MOMENTA shows 
much better transferability 
capabilities. When trained on 
one dataset and tested on a 
different one, MOMENTA yields 
much better results both for 
harmful detection and for target 
identification.

Transferability:
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● The fine-grained face detection and the robust 
CLIP encoder help MOMENTA to better identify 
subtle harmful elements in the image.

Example of explanation by LIME on both 
modalities for MOMENTA and ViLBERT.

Detecting Harmful Memes 
and Their Targets
MOMENTA: A Multimodal Framework for 
Detecting Harmful Memes and Their Targets

Analysis:
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● We introduced two large-scale datasets, Harm-C and Harm-P, for detecting harmful memes and 
their targets.

● We benchmarked Harm-C and Harm-P against state-of-the-art unimodal and multimodal models.

● We proposed MOMENTA, a novel multimodal deep neural network that systematically analyzes 
the local and the global perspective of the input meme.

● Extensive experiments showed the efficacy of MOMENTA, which outperforms various 
state-of-the-art baselines for both tasks. 

● We demonstrated model transferability and interpretability.

● In future work, we plan to extend the datasets with more domains and languages.

Detecting Harmful Memes 
and Their Targets
MOMENTA: A Multimodal Framework for 
Detecting Harmful Memes and Their Targets

Conclusion:
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Thank You! 
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