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1The Hateful Memes Challenge, Kiela et al., NeurIPS’20  
2Multimodal meme dataset for identifying offensive content, Suryawanshi et al., , LREC-TRAC ’20
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NOT hateful, NOT offensive but HARMFUL to Donald Trump

1The Hateful Memes Challenge, Kiela et al., NeurIPS’20  
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Our Contributions:

● We formally define the notion of harmful memes in contrast to hateful and offensive memes.

● We formulate two novel problems 

➔ Problem 1 (Harmful meme detection): very harmful, partially harmful, or harmless
➔ Problem 2 (Target identification of harmful memes): individual, organization, 

community/country, or society/general public/others

● We develop a novel dataset, HarMeme, containing 3,544 real memes related to COVID-19.

● We experiment with ten state-of-the-art unimodal and multimodal models.
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and Their Targets

Data Collection & Annotation:

● Collection: Google Image, Instagram, Facebook

● Deduplication

● Annotation Guidelines

● Annotation Process

➔ Dry run
➔ Final annotation
➔ Consolidation
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Baselines:

● Unimodal Models

○ Text Only
■ TextBERT

○ Image Only
■ VGG19 
■ DenseNet
■ ResNet
■ ResNeXt

 
The full dataset and the source code of the baseline models are available at http://github.com/di-dimitrov/harmeme

    Access our dataset and 
implementation using this QR 

Code
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● Multimodal Models (Image + Text)

○ Unimodal Pre-training
■ Late Fusion
■ Concat BERT
■ MMBT

○ Multimodal Pre-training
■ ViLBERT CC
■ VisualBERT COCO

http://github.com/di-dimitrov/harmeme
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Evaluation:

 

● Multimodal systems 
consistently outperform 
unimodal ones.

● Sophisticated fusion 
techniques yield better 
results than simple 
concatenation.

● The best baseline is still far 
from human accuracy, 
indicating the potential for 
enriched multimodal models 
for meme analysis.
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Performance for harmful meme detection. For two-class 
classification, we merge very harmful and partially harmful into a 
single class. † This row reports the human accuracy on the test 
set.
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● Similarly for target identification, multimodal systems perform well.
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● Similarly for target identification, multimodal systems perform well.
● Interpretability analysis shows the presence of bias even in the 

best baseline system.
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Conclusion:

● In this work, we formally define the notion of harmful mems which is much broader than hate 
and offense.

● We present HarMeme, the first large-scale benchmark dataset for the detection of harmful 
memes and identification of their targets.

● Our analysis shows that off-the-shelf multimodal systems are not adequate to understand the 
underlying semantics of harmful memes.

● In future work, we plan to design new multimodal models for meme analysis and extend 
HarMeme with more examples.
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Thank You! 
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