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Fine-tuning, prompt augmentation have increased the number 
of effective “models” being deployed
⇒ it is imperative to develop statistical tools to study 
populations of models.

This work extends recent theoretical results on low-dimensional 
representations of black-box generative models to inference on 
the models.

The low-dimensional representations – or perspectives – of the 
models can be used to predict properties of fine-tuning mixtures 
// other model-level covariates such as sensitivity, toxicity, etc.

Inference in the low-dimensional space can offer greatly 
improved evaluation efficiency.

Motivation

Methods

Predicting presence of data type in training mixture

Theoretical Results:
1. Inference using the estimates of the true low-dimensional representations 

converges to inference using the true low-dimensional representations.
2. If h_{n} is consistent using true low-dimensional representations then 

h_{n} is consistent when using estimated low-dimensional representations

y_{i} = “Was data type X in fine-tuning mixture” \in {0,1}
n=50 (25 where y_{i} = 0, 25 where y_{i} = 1); queries either relevant to X or orthogonal
h = 1-NN 

Predicting sensitivity / toxicity

HELIVAN

y_{i} = toxicity // bias \in R
n=59 (model graph around AlphaMonarch-7B)
queries from toxicity // bias benchmarks 
h = 1-NN 


