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1. Introduction

Letr,s e N,z € {0,...,r+s},andq, p € (0, 1). Let X ~ Binomial(r, g) and Y ~ Binomial(s, p) be independent random
variables. Let P, ;(z) denote the likelihood function of the convolution Z = X + Y, so that

P s(z) = Z (IT;) (Z i k) q"(] — q)rikpsz(l _ p)sferk.

k=0
We will show that the ratio

Pri15-1(2)
P 5(2)

is increasing, decreasing or constant - with respect to z - when g < p, ¢ > p or q = p, respectively. Moreover, this result is
obtained by only appealing to elementary combinatorial identities.

This same ratio has been analyzed for its monotone likelihood ratio (MLR) properties with respect to fixed z (Ghurye and
Wallace [2], Grayson [3], Huynh [4]). Our main result is that the family of convolutions of independent binomial random
variables indexed by parameters r, s with r 4+ s = c constant is a MLR family in z.

In statistical inference, MLR families give rise to uniformly most powerful tests — for a given null hypothesis, the same
test statistic is known to be optimal (in terms of statistical power) across an entire composite alternative hypothesis (Bickel
and Doksum [1], Section 4.3). Our result demonstrates that, for r + s = ¢ constant and q > p, rejecting Hy : r = 0 for large
values of the test statistic Z is most powerful against any alternative Hy : r =1’ > 0.

* Corresponding address: Department of Applied Mathematics and Statistics, Johns Hopkins University, Baltimore, MD 21218-2682, United States.
E-mail address: cep@jhu.edu (C.E. Priebe).

0166-218X/$ - see front matter © 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2009.03.002


http://www.elsevier.com/locate/dam
http://www.elsevier.com/locate/dam
mailto:cep@jhu.edu
http://dx.doi.org/10.1016/j.dam.2009.03.002

A. Rukhin et al. / Discrete Applied Mathematics 157 (2009) 2562-2564 2563
2. Main result

Theorem. The ratio
Pri15-1(2)
P 5(2)
is increasing, decreasing or constant - with respect to z - when q < p, q¢ > p or q = p, respectively.
Proof. Fixr,s € Nand p, q € (0, 1). We are considering the likelihood

_ — (T S Kpq _ Nr—koz—kq o \s—z+k
Pr,s(z)—g(k)<z_k>q(l Q1 = p)

or equivalently

Prs(z) = [(1— @) (1 — p)'] (f%p) 5.5(2)

where

Srs(2) = ; (,C) <z j k) ok

— q(-p)
and o = 200"

In particular, for 1 < z < r + s, we are interested in the difference of the likelihood ratios

Pri15-1(2) _ Piis-1(z—1) _ (1 - Q) <Sr+l,s—l(z)sr,s(z -1 —=S415-1(z — l)sr,s(z)>
P 5(2) Ps(z—1) S \1- p Srs(@)Srs(z — 1) )

Let

Ar,s(z) = Sr+1.571(z)5r,s(z - 1) - Sr+1,571(z - 1)Sr,s(z)-

We will show that A, s(z) vanishes, is positive, or is negative whenp = q, q > p, or ¢ < p, respectively.

For legibility, we will use the notationa=s—1,b=z —j,c=z—Il+j,andd =z — k.

First, we will rewrite the quantity A, ;(z) in terms of powers of «, and apply an elementary combinatorial identity on
selected terms:

=S5 () OIOCT) ()]

j=0 k=
_ii r+1 ( ) <a) a N a 3 a <a)+ a it
b d—1 d—2 b—1 d d—1
j=0 k=
and thus for each € {0, 1, ..., 2r 4+ 1} we can express the coefficient of ' as

SOOI (- (0]

We will split this coefficient into a pair of sums

(O )-() )
O -( ) O]

and separately analyze each sum in this pair of sums.
Note that twice the first of these sums can be expressed as

SO ) () ()]
260




2564 A. Rukhin et al. / Discrete Applied Mathematics 157 (2009) 2562-2564

which equals

[5G -(H GO ) - () )]

Twice the second of these sums can be expressed as

2O GOl () O O-O2)]

which equals

(565 -CEOIO ) -G )@]

Thus, twice the entire coefficient of the o' term can be expressed as the following new pair of sums:

=352 =3[ (7) () () GO ()= ()
2[5 ) DO - () @]

Forl e {0,...,2r},let T® = —s{"*V 4 5O From the identity

r+1 r r+1 r _ r+1 r r+1 r
< j ) <l—j> - (l—j+1) (j—l) “[( j )<l—j+1> - <l—j+1) (1”
we have
1 2r
Ars@) = (2) [120: 0! 4 (s +5§2r+”)a2’+1} :
since SV = 5% = 0, we can rewrite A, 4(2) as

a—1 2r .
(45) Sstre

=0

which vanishes, is positive, or is negative when p = ¢q,q > p, or ¢ < p, respectively, due to the fact that each of the S;')
terms are non-negative. [

3. Example

Consider as an illustrative example the application of statistical inference to random graphs — for instance, social
network analysis. Let G = (V, E) be a random graph on the n vertices {1, ..., n}. Assume that the (;‘) random variables
Xij = [edge(i, j) € E]fori, j € V areindependent Bernoulli(p; ;). A simplest null hypothesis is homogeneity -p;j = p € [0, 1)
foralli,j € V (Erdos-Renyi) - and a corresponding alternative hypothesis is that some subset V4 C V with 1 < |V4| <n
has the property thati, j € V4 = X;; ~ Bernoulli(q) while all remaining edges are Bernoulli(p), with g > p. Assuming that
one observes only the size of the graph, z = |E|, our MLR result shows that the uniformly most powerful test rejects the null
hypothesis for large values of z.
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