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Explicit schemes in seismic migration and isotropic
multiscale representations

S. Jain, M. Papadakis, E. Dussaud

ABSTRACT. We construct examples of non-separable Isotropic Multiresolution
Analyses (IMRA) for L?(R%). We develop a wave equation based poststack
depth migration scheme using the frames arising from IMRA. If we discretise
the signal at only one resolution level, then the method reduces to a so-called
explicit scheme (see for example [8, 10]). The multiscale structure of IMRA,
offers the possibility of reducing the cost of computation.

1. Introduction

Migration is a seismic imaging technique used by the oil industry to image the
interior of the Earth for the purpose of oil prospecting. A detailed description of
seismic migration is beyond the scope of this article. In Section 2, we give a very
brief overview of what is called wave equation migration and we arrive at the so-
called Phase-shift propagator operator which is used to obtain the image of the
interior by downward propagating acoustic waves recorded on the surface. Our
focus in this article is the efficient discretisation of this operator in terms of pairs
of dual frames arising from a First Generation Isotropic Multiresolution Analysis
(IMRA) described in Section 3. Seismic migration is a delicate inverse problem. To
solve it we work on a 3 or 4 dimensional time-frequency space, R x R? or R x R?
respectively. The underlying spaces are L?(R) ® L?(RY) with d = 2,3. One of
the main tools is the Fourier transform. We actually use two such transforms; the
Fourier transform on L2(R) and the Fourier transform on L?(R?). We refer to R
as the time-domain and to R? as the spatial domain. We refer to the dual group
of R? or R? as the wavenumber domain to distinguish it from the dual group of R,
which we refer to as the frequency domain. Wavenumbers, i.e. elements of the dual
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group of R?, are denoted by &’s versus elements of the dual group of R, the time
domain, denoted by w’s.

The phase shift operator is a multiplicative operator in the wavenumber domain. It
is therefore, a convolution in the space domain. If the velocity of sound waves is not
assumed to be constant beneath the surface then this becomes a spatially varying
convolution operator. The recursive application of this convolution operator is
referred to as an explicit scheme. Explicit schemes for wave equation migration
are attractive because they handle lateral variations in velocity better than implicit
schemes such as Fourier finite differences [13]. However, the computational cost of
explicit schemes is always a matter of concern due to the enormity of the data sets.
In Section 4 we show that the IMRA-based wave equation migration (henceforth
referred to as migration) reduces to a standard explicit scheme when applied to a
signal at the zero resolution level. The multiscale structure of IMRA, offers the
possibility of reducing the computational cost. This can be compared to the work
of Margrave and his collaborators [11], who describe a sub-sampling scheme using
the frequency domain.

We continue with some additional notation that we use throughout the article. The
shift operator Ty : L2(RY) — L?(R?) is defined by

Tnf(z) = f(x — k) VxcRLEkecze

We call a d x d matrix, A, with integer entries, radially expansive if A = aO,
for some fixed a > 1 and a d X d unitary matrix O. We define the dilation D4 :
L?(R%) — L2(R?), with respect to a radially expansive matrix A by,

Daf(z) = |det(A)|"2f(Az) Vo € R

For notational convenience we drop the subscript, A, and use D to denote the
dilation operator with the understanding that it is always defined with respect to
a radially expansive matrix A. It is easy to check that the translation and dilation
operators defined above are unitary. Let F denote the Fourier Transform on L2(R%)
defined by

~

FIE) =J€) = | J@e iz ¢ R’

for all f € (L' N L?)(R?) and extended to L?(R%) by Plancherel’s Theorem. For
convenience we adopt the notation,

en(§) =e 28 feRbkezd and T =[-1/2,1/2]%

Next we define the concepts of frames and Bessel families on separable Hilbert space
H.

DEFINITION 1.1. Let (H,(.,.)y) be a separable Hilbert space. A subset {fn}nea of
H, where A is a countable indexing set, is called a frame if and only if there exist
two constants 0 < A, B < 400, such that

(1) Allgllzy < 3" 1g, fa) > < Bllgllyy,  forall g € H.
neA

The set, {fn}nen, is called a Bessel family if only the upper bound, B, in (1)
exists and A = 0. The minimum constant B for which (1) holds is called the upper
Bessel bound or the upper frame bound. The optimal constant A for which
(1) holds is called the lower frame bound.
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If A= B =1 then we refer to the frame as Parseval. In this case we have the
following reconstruction formula:

g=Z<g,fn>an for all g € H.

neA

Let K be a separable Hilbert space with an orthonormal basis {e,},eca. The
operator, S : K — H, defined via S(e,) = f,, is called the synthesis operator for
the family {f,}nea. If {fn}nea is Bessel then S can be extended to a bounded
linear operator. The adjoint of this operator is given by, S*(f) = >, ca (f, fn) €n
for all f € H. We refer to S* as the analysis operator for { f,, }neca. A restatement of
the above reconstruction formula is: SS* = Iy if and only if {f,, }nea is a Parseval
frame.

Let {fn}nea and {fn}neA be frames of H. If

9= <g, fn>H fr:

neA

holds for all g € H, then { fn}ne A and { fn}ne A are dual to each other. In operator
theoretic language, if S and S are the synthesis operators for {fn}nen and { fn}ne A
respectively, then { f,, }nea and { f,, }nea are dual to each other if and only if S(S)* =
Iy. For more details on frames, the reader is referred to [3].

2. Explicit schemes for wave equation migration

In this section we give a brief overview of the explicit wave equation migration. In
a typical prospecting experiment, sound waves generated by small explosions travel
from a source on the surface into the ground and are reflected back by the complex
structures beneath the surface which we refer to as reflectors. These reflectors
represent the surfaces where the stratigraphy changes. The reflected waves are
recorded on receivers called geophones (or hydrophones in the case of off-shore
exploration). If we assume that the source and the receiver are located at the same
point then the data (recorded pressure wave on the receivers) is said to have zero
offset. For zero-offset data the incident and reflected waves travel along the same
path. A simplifying assumption is to disregard the incident wave and assume that
the reflectors beneath the surface explode at time ¢ = 0, to produce the waves
that travel to the surface at half of the actual velocity and are recorded on the
receivers. With this assumption the propagation distance (reflector to surface) is
half the actual propagation distance (surface to reflector and back to the surface).
Since, both the velocity and propagation distance are half of their actual values,
the pressure wave created by the exploding reflectors arrives at the same time as
the original reflected wave.

Migration refers to the process of obtaining the image of the reflectors using the
pressure wave recorded on the surface. The pressure wave at x,y horizontal coordi-
nates, depth z and time ¢ is denoted by f(z,y, z,t). We begin by taking the Fourier
transform of f with respect to the time variable. This new function with variables
x,y,z and w is called the ‘wavefield’ for frequency, w. If the velocity varies only
with depth z, we solve the following differential equation proposed by Claerbout
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([5]), who derives it by applying principles of classical optics;

o~

8 w2 ~
(2) %(krvkyvz7w) = < C(Z)Qk%kfl) f(km,ky,Z,UJ),

where ¢(z) denotes the velocity, fdenotes the wavefield in the wavenumber domain
(with respect to x and y variables), and k, and k, denote the wavenumbers. We
refer to (2) as the one-way wave equation because it represents the upward going
waves when the reflectors ‘explode’ in the subsurface. The solution to (2) is given
by,

(3) f(Z, k:m k’lﬁw) = €Xp </z H C((UZ2)2 - k% - k12/d2> f(an k$7ky7w)

For a small depth step Az, c is practically constant. Hence, for practical purposes
we allow

~ iDzy |22 k2 k2
(4) f(ZJFAZ;kzvkva) =€ O yf(Z,k'I,k'y;UJ)7

In conclusion, the wavefield at z + Az is calculated from the wavefield at z via
a multiplication in the wavenumber domain. The RHS of the previous equation
defines a multiplicative operator referred to as the phase shift operator. This is a
convolution operator in the spatial domain which we denote by P. We recursively
obtain the wavefield for all z using P. Integrating numerically over all frequencies
w, we obtain the pressure wave f(x,y, z,0) for all z at time ¢ = 0 which depicts the
‘exploding’ reflectors. This procedure is termed post stack migration, because, in
order to apply the ‘exploding reflectors’ concept, the data has to be stacked into zero
offset sections. The interested reader can find the details of the stacking process and
the derivation of the one-way wave equation in [5]. If the velocity varies laterally,
the operator P is replaced by a ‘spatially varying convolution’ operator. We clarify
this kind of convolution below. But before doing this we want to mention that in
the geophysical literature, the migration process described above, is discretised by
+ilzy/ o5 —kZ—k2

sampling the wave-field on a regular grid and by approximating e
(the symbol of the operator, P in the wavenumber domain) with a trigonometric
polynomial. This approximation of P is carried out for every point of the grid on
which the data are collected. The collection of all these approximations of P is
referred to as a propagator matrix. Propagator matrices are applied recursively on
the data to calculate the propagating wavefield for all z.

Our approach is formal compared to various ad-hoc discretisations of the phase-shift
operator. It also leads to a sparser propagator matrix in certain cases.

Let us now return to P. For a fixed w, we denote the wavefield at (x, z,w) by f.(x),
where @ = (z,y). The operator P acts via a multiplication in the wavenumber
domain,

Forarl€) = (PL)E) = T2V =11 7 gg),
where § = (ky, ky). Thus,

Ph@) = [ emieaem s VEIE e
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For all this to work, we need to assume that f, is appropriately band-limited and
is in L2(R?). Now, let ¢ be a continuous function with compact support. Then,

(5) (P, ) — / / @8 2mis S el (5 de da
Rz ]R2

The previous equation allows us to consider situations that are realistic in seismic
imaging, where the velocity has lateral variation. If, the support of ¢ is sufficiently
small, then we can assume that c is practically constant in the support of ¢. Then,
we can define P via (5), on a space of band-limited functions, and allow ¢ in (5) to
be a function of & € R?. The band-limited assumption, even when c varies, implies
that P defined via (5) is a bounded linear operator. This gives the propagator
operator we want to discretise and formalizes what we called a spatially varying
convolution operator. We will describe this discretisation in Section 4.

3. First Generation Isotropic Multiresolution Analysis

We begin this section by defining an Isotropic Multiresolution Analysis (IMRA) of
L%(R?) (see [1]). We also construct examples of IMRAs we use for the discretisation
of the propagator operator in Section 4.

DEFINITION 3.1. An Isotropic Multiresolution Analysis (IMRA) of L*(R?) with
respect to a radially expansive matriz A that preserves Z¢ is a sequence {Vi}tjez of
closed subspaces of L*(RY) satisfying the following conditions:

Vi€ Z,V; C Vi,

(Da)'Vo =Vj,

UjezV; is dense in L*(R?),

NjezV; = {0}7

Vo is invariant under all translations Ty, such that k € Z¢,

If Py denotes the orthogonal projection onto Vy, then

(6) YO € SO(d), OP,0! = P,

Each Vj is referred to as a resolution space. We will refer to ¢ as a scaling
function associated to the IMRA, {V;};ez, if {Tr¢}treza is a Bessel family and
Vo = span{Tk¢}treze- Note that the definition of IMRA does not require the
existence of such a function. In fact, we might require several (possibly infinite)
scaling functions so that their translates generate V;. But in this article, we will
restrict ourselves to the case in which Vj is generated by a single scaling function.
We do not require the translates of the scaling function to form an orthonormal
basis or even a frame.

DEFINITION 3.2. A finite set of functions, {1; € L>(R%)};—1 ., is called a frame
multiwavelet if the set {D'Tyy; : j € Z,k € Z%,i = 1,...,n} is a frame for
L2(R%).

Ify; € Vq for alli = 1,...,n then we say that the multiwavelet is associated to the
IMRA {V;}jez. We can find Z%periodic functions m;, referred to as high pass
filters, so that

@(A*.):migg, for all i=1,...,n.

We define the detail spaces by W, := span{ DTy, : k € Z¢,i = 1,...,n}. Notice
that although, the relation W; C V;41 holds, the orthogonality of the W; and V,
which is true for classical MRAs, may not hold in this case. This together with
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the fact that we do not require the translates of the scaling function or wavelets
to be frames, allows us a lot of flexibility in designing filters. For instance, we are
allowed to have smooth filters versus the discontinuous ones which are necessary if
we want the translates of the scaling function to form a frame (see [3]). Although,
we do not have frames for each of the resolution or detail spaces, we shall prove
that under some conditions on the low pass and high pass filters, the set,

Xgp = {DITtp; : j e NU{0} k€ Z%i=1,....,n} U{Two : k € Z},
is a frame for L?(R%). More precisely, we will characterize the families, X, and

X that form a pair of dual frames, in terms of certain conditions on the associated
low and high pass filters. This is the content of the next theorem.

DEFINITION 3.3. A function, ¢ € L*(RY), is called refinable if there exists a 7.°-
periodic function mqg such that

P(A".) = moo,
where A is a radially expansive matriz. We refer to mg as a low pass filter
associated with ¢.

The spectrum of ¢, denoted by o(¢), is defined via

~ 2
o(@)i=3€eeT: Y ’¢(£+k)‘ >0
kezd
- 2
The function, § — >, ca |0(§ + k)‘ is referred to as the auto-correlation function

for ¢.

THEOREM 3.4. Let ¢® and ¢° be refinable functions in L?(RY) such that Q/SE and ESE
are continuous at the origin and

(7 lim 5(6) = 5€) = 1.

Let m& and m§ € L>®(T9), be the associated low pass filters. Furthermore, let
m¢, m¢ fori=1,...,n, be Z-periodic measurable functions and define n pairs of
wavelets ¥, Y7 i=1,...,n, by

(8) YE(AT) = mige.

(9) Pi(A") = mio®.

Assume that m¢,mi € L>®(T?) for alli = 0,...,n. Then X4y and X3, form a
pair of dual frames for L*>(R?) if and only if

(1) X3, and X3, are Bessel families,

(2) For all q € (A*71Z4)/Z% and for a.e. €, + q € a(¢®) Na(¢®),

m
(10) > mi(€)mi(€+q) = dq.0-

i=0
Before we prove this theorem, we state and prove a lemma required in the proof.
The superscripts a and s stand for analysis and synthesis respectively. We refer
to (8) and (9), for ¢ = 0,...,n, as the two-scale relations, with the convention,

Ui = ¢% and Y§ = ¢°.
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LEMMA 3.5. Let G be a finite group with the group operation denoted by o and let
X be a character on G. If x is not the identity character on G, i.e. there exists an

h in G such that x(h) # 1, then
> x(g) =0.

geG
Proof: Let Y =3 - x(g) and observe
X)) x(g) = _ x(hog) =Y.
geG geG

Hence, we have Y (x(h) — 1) = 0, which gives us the required result since x(h) # 1.
O

Proof:[ of Theorem 3.4] The proof has two parts. First, we establish that X3, and
X4y 1s a pair of dual frames for L2(R), if and only if the following condition holds,

jo(l) n
SN (ATTE) e (AT €+ 1)+ 6 (€) 67 (€ +1) = b
j=0 i=1

for a.e. & € R? and I € Z? (The function jo is defined in (13) below). In the second
part we show that this condition is equivalent to (10).
We begin by defining a unitary operator U : L2(R?) — L2(T9,12(Z%)) via

U(f) ={F(+k) i kezt}.
Next we define the set J by
J={(,ri):j e NU{0},r € Z/(AYZ%),i=1,...,n} U{(0,0,0)},
and a map S : L?(T<,12(J)) — L?(T4,12(Z4)), via
S*(er,8(jri)) = UMD Tp¢)  for all L € Z9,(j,7,4) € J,
where we adopt the convention ¢§ = ¢*.
Note that,

(S"e18r.)) (6) = {ea(§)ldet(A)| /22 nAT WG (4T (g 1 k)

for a.e. € € T?. Since X5, 1s a Bessel family, S* can be extended to a bounded
linear transformation on L?(T%,12(J)). Now S can be represented by a Z¢ x .J
matrix so that the (k,(j,7,i))-th entry of the matrix is an operator on L?(T%),
denoted by S,‘;y( i) This operator acts on the modulations as follows,

(St (1riye0) (§) = ea(€)ldet(A)| /272 (A€ G (4 (6 + )
Thus, we see that each Sg,(j ;) commutes with all the modulation operators M.

These modulation operators are defined on L?(T%) by Mjw(€) := e;(€)w(&). Hence,
each Sg,(j,r,i) is a multiplicative operator (e.g. [6, Corollary 2.12.7]) in the following
sense:

(St (@) (€) = () ldet(A)| 7/ 2e—2mi (A @) (A3 (¢ + )

(diryi
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for all w € L?(T?%). We denote the symbol for this operator again by Sk i) (+), so
that,

S5 oy (€) = [det(A) 7722l (AT € R)) fa (423 (¢ 4+ k)
ote that 1s an essentia ounde eriodic function.
N h. S jm)()' ially b ddde iodic f i

Let S°(.) denote the Z¢ x J matrix of the symbols Sy ;. - (.), then

(S%) (&) = S*(&)w(€)  for all w € L2(T,12(J)).
Now, the adjoint of S® can be represented by the J x Z? matrix of operators

on L?*(T?) such that the ((j,7,i),k)-th entry is S "Gy Since SgT, o is the

adjoint of a multiplicative operator, it itself, is a multiplicative operator with symbol
Sk.Gur Z)( ). Therefore,

(S™w)(&) = S(&)*w(€)  for all w € L*(T% 1*(Z%)).
Similarly, we define S° : L2(T%,12(.J)) — L*(T%,12(Z%)), via
S*(er, 0¢j i) = UMDITps)  for all l € Z9, (4,7,1) € J,

where we adopt the convention 9§ = ¢°. Arguing as before for S¢, we obtain the
following expression for S°:

(S*w)(€) = S°(E)w(€)  for allw e LX(T?,1%(J)),
where S°(.) denotes the Z¢ x J matrix of the symbols,
Si i) (€) = [det(A)] /2 mir (ATER G (47 (6 1 k)

The families, Xg, and X7, is a pair of dual frames, if and only if, S*°5"" =
IL2(Td’l2(Zd))7 i.e.

(11) S*(€)S*(€)" = I;2(gay  for ae. £ € T
The (k,1)-th entry of S*(£)S*(&)* is given by
(12)

(S*(&)S“(€)") (k)

=D- D Mder() 7 3T A AT (A (6 o k) O (A€ 4 1)
Jj=0i=1 rELY/(A*IZLT)
+ (k)P (E+).

Define jj : Z¢ — Z via

(13) jo(l) = sup{j : A*7I(l) € Z%} for all | € Z%,

with the convention that jo(0) = +o0.

Now, if 7 > jo(k — 1), then A*7J(k —1) ¢ Z? and therefore €A=—i(k—1) 1S MOt
the identity character on Z?/(A*Z%). On the other hand, if j < jo(k — 1) then
A*I(k —1) € Z* and eq«—j(—y) is the identity character on Z%/(A*Z%). Thus
using Lemma 3.5, we conclude

|det(A)|*j Z 2mi(r AT (k=1)) _ { 0 for ] > jo(k —1)
reZd [(AxIZd) 1 for j<jo(k—1)
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Hence, for k # 1, (12) reduces to,

Jo(k=l) n

(S*(OS )y = D I Uf (AT (E+K)) g (A=I(€ +1))

7=0 =1

+ ¢ (E+k)o*(E+1).
Thus using (11), X5, and X, is a pair of dual frames if and only if the following
condition holds for a.e. £ € T¢ and k,l € Z:

jo(k=1) n _
SO0 (ATIE+R) U (AI(E D)+ 67 (E+K) 9 (E+1) = G-
j=0 i=1

Changing variables, in the previous equation gives that it is equivalent to:

Jjol) n
(15) D> we (ATTE) W, (A€ + D)+ 40 (€) " (E+1) = o
j=0 i=1

for a.e. & € R% and I € Z?. This finishes the first part of the proof.

Now, we proceed to the second part of the proof. In this part we show that (15)
holds if and only if (10) holds. We will first assume (10) holds and prove that (15)
holds for all I # 0. Using the two-scale relations ((8) and (9)) and (10) we obtain,

Jo(l) n

SON TG (ATIE) UF (AIE D)+ 97 (€) o (E+1) =

j=0 i=1
jot) n e e
= 3N (A IE) g (Ai(g + 1)
j=1 i=1

+ (Z)s(A* 1€)¢G(A* 1E—|—l (Zm A* 15 (A*_1(£+l))>,

Jo(1) n I
= YN U (ATIE) e (A€ D)+ ¢ (A1) ¢t (AL (E+ 1)),
j=1 i=1

_ Zws (A* jo) g )wa (A=W (& +1)  +

¢S (A* Jo l)s) e (A* Jo(l ‘E +1 (Zm (A* jo l)€> (A*fjo(l)(g +l))> ,

= Zq/)s (A* ]o(l )wa (A* Jo l)(,;:'Jr )) 4 ;b; (A**jo(l)g) ZZ).E (A*fjo(l)(g +l)),

_ ¢S (A** Jo l)+1)€) Pe (A*—(jo(l)-"l)(s + l))

(Z m3 (A*_(jo(l)+1)€) mg (A*—(jo(l)+1)(£ + l)))
i=0

= 0.
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5) holds for I = 0,

SOS TG (ATIE) UF (A€ + 65 (€) 97 (€) =
j=0i=1
Z; >

—1

5 (A" IE) g (A*=ig)

+ ¢s (A* 1£)¢a Ax— 1£ (Zm A* 15 (A* 15))
U (A IE) g (A—ig) +  ¢° (A"71€) gu (A1¢),

1

M8

7

<
Il
—_

U5 (AT€) Uy (47g)

M:

o0
j=N i=1

i

+ ¢S(A* N£)¢a Ax— N€ (Zm A* NE (A* N£)>

<

3TN0 (ATE) up (Aig)

j=N i=1

—0 as N—oo because the series converges for a.e. £cRd
s - a *—
+ ¢° (ATVE) g (ANE) ;
—1 as N—o0 by (7) and continuity of ¢%,p% at the origin.

for almost every & € L*(R%).

las N —

Thus, we have shown that (10) implies (15).

Next we establish that the converse implication is valid. Assume first, that (10)
holds for g = 0. Under the assumption, the calculations we carried out to prove
that Eq. (10) implies Eq. (15) for I # 0 are still valid for almost every & and all
l € Z%. Now, pick q € (A*1)Z4/Z%. We have A*q € Z%. If p is an arbitrary
integer grid point, i.e. p € Z% set I := A*(q + p). Obviously I € Z9, since A is
expansive and, thus, A* leaves the lattice Z¢ invariant. Observe jo(I) = 0, because
g+ p does not belong to the integer grid. Since, (15) is valid for all I # 0 we deduce

)UE(E4+1) + 67 (€) 9 (€ +1)

O—Zz/)s

= ¢ (A71g) oo (A1 (E+ 1) (Zm (A1) m (A*1(£+l))>

=6 (A"7'€) " (A€ + a+p) (Z mi (A7) mi (A€ +q + p)) a.e. in RY.
=0

Take &€ and € + q in o(¢%) No(¢*) such that A*¢ belongs to the set of points in R?
for which Eq. (15) holds. The fact that Eq. (15) is equivalent to Eq. (14) implies
that, if Eq. (15) holds for a £ € R then, Eq. (15) holds for all integer translates
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of this point. Next, apply the previous equations for A*(& + A) instead of &, where
A € Z4. Then,

0=0°(£+X)¢" (€ +a+p) (Zm £+q)>

due to the Z?-periodocity of m$ and m;. Since p, A are arbitrary integers and
£,E+q€a(p?) No(¢®) there exist some Ay and pg for which
¢°(§+ o) 9" (§+a+po) #0.
Thus,
Z m; (§)m¢ (€+q)=0.

In order to complete the proof of the theorem we need to establish that (10) holds
for ¢ = 0. To verify this set I =0 in (15):

SN0 (ATTE) U (AIE) + 97 (€) 90 (€) = 1.
j=0 i=1

Observe that this implies,
SN (AT g (AIHLE)) + 67 (ARE) 90 (A%E) = 1.
§=0i=1

Using the two scale relations, (8) and (9), we infer,

ionA (A7) G (ATH1g) + &7 (A"€) 9 (A7€) =
Jj=01i=
= iza (A7) v (A=) + &7 (&) 9" (&) (Z m (€) m;-l<£>> :
Jj=01i= 1=
hence,
,i) 2}1/7 (AT9€) 07 (A9 + ¢° (§) 6" (€) =
J=0i=
= i@i}w (AT9€) g (A98) + 6° (€) 67 (€) <§;m (£>m$<£>>,
7=0 1= 1=

Therefore, .1 m$ (€) m¢ (&) =1 for a.e. £ € o(¢*) No(¢®). O

REMARK 3.6. The conditions on the filters in (10) are similar to those required
for Proposition 5.2 in [7] (also [4]), from which the so-called Mized FExtension
Principle follows. The statement of the previous theorem does not require the so-
called Mized Fundamental Function that is present in the said result in [7]. At first
glance, this fact seems contradictory but it is not. Under the assumptions of Theo-
rem 3.4, the Mized Fundamental Function is equal to one almost everywhere. This
follows from the proof of the so-called Mized Oblique Extension Principle (Corol-
lary 5.3 in [7]) if one takes into consideration the following fact. The condition
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that the sets Xg,, and X3, form a pair of dual frames of L?(R%) is stronger than
the condition that the affine families {Dkalli? jELkeZYi=1,.. .,n} and
{Dkaz/}f jEZkEZYi=1,.. .,n} form a pair of dual frames of L?(R%).

We now describe a discrete wavelet decomposition and reconstruction algorithm,
first presented in [2] in the context of exact reconstruction isotropic filter banks. We
use the synthesis low pass filters to construct isotropic refinable functions in order
to produce IMRA examples. We show that the low and high pass filters of these
isotropic filter banks satisfy the condition (10), which is an exact reconstruction
filter bank equation. Hence, by Theorem 3.4 the associated families X S and X o
form a pair of dual frames for L?(R?).

The wavelet decomposition will be defined in terms of the analysis filters, denoted
with the superscript a, and the reconstruction will be defined by the synthesis filters,
denoted with the superscript s. This is consistent with the notation in Theorem 3.4.
Let A = aO, be the radially expansive matrix used to define the dilation operator,
where @ > 1 and O, a unitary d X d matrix. Now, let 5i3 < b3 < by < by < by < 5.
We denote the balls of radii ab; and aby by B; and By respectively.

We begin with the analysis low-pass filter, a smooth, Z?-periodic function mg sat-
isfying the following three properties:

e m§ =1 inside the ball of radius by
e m¢=0on T\ B(0,b)
o m§|ya is radial,
We define ¢* by 47); = mg(A* L) xpa.
Now, let h® be a Z%-periodic function defined by,

1—mg(§)
(16 he(g) = ——222
) ' a7
Using h® we define the high pass filters as follows:
(17) m;(§) = eq,_, (§h*(€), i=1,...,[det(A)].

where {q; : 1 =0,1,2,...,|det(A)|—1} are the representatives of the quotient group
7 )(A*Z9).

REMARK 3.7. We note that the set {exh® : k € Z%} is equal to Uiielt(A)‘{egkm? :
k € Z}. The latter union would yield |det(A)| high pass channels with decimation.
In our implementation, all these channels are combined into an undecimated one
using the filter h®, which is the Z¢ periodic function defined in (16).

Accordingly, in our implementation the low-pass filtering is followed by decimation
determined by A while the high pass filtered signal stays undecimated.

We use upper case characters to denote each filter in the spatial domain. Using
this notation, the analysis filters produce analysis operators M, and H, given by

(18) Myo = |det(A)|1/2D(Ma*U) and H,o = |det(A)|1/2Ha*a , oz,
where D denotes downsampling operator given by,

| ldet(a)]

(Do) (&) = [det(A)] ZZ:; o (A*_1€+’71) )

and {v; :{=1,--- |det(A)|} are the representatives of the quotient group
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(A*=1z4) )74,

The range space of the operator ¢ — M, x ¢ is the subspace of all signals whose
Fourier transforms vanish outside the ball {£ : |€| < b;}. Likewise, the range of H,
contains all signals whose Fourier transforms vanish inside the ball {£ : |€| < bo}.
Both signals M, * o0 and H, * o are oversampled, because the frequency support of
the functions in the range of M, or H, is not the entire torus T¢. In analogy with
one-dimensional oversampling, we now use synthesis filters for the reconstruction
with a bandwidth slightly greater than the bandwidth of the analysis filters.

We define the synthesis low pass filter as a smooth, Z%-periodic function m; satis-
fying the following three properties:

e m{ = 1 inside the ball of radius b;

e m$ =0 on T\ B(0,by)

o mi|pa is radial,
and the synthesis high pass filter as a smooth, Z%-periodic function h* satisfying
the following three properties:

e h® = 0 inside the ball of radius b3

o = W on T\ B(0, bs)

e h¥|pa is radial.

We define |det(A)| synthesis high pass filters by m$ = eq,  hs for each
i=1,...,|det(A)|, corresponding to the |det(A)| analysis high pass channels defined
above. As in the case of analysis high pass filters, the |det(A)| high pass channels
are combined into a single high pass channel with filter h°. We define the high
pass synthesis operator by H.o = |det(A)|1/2Hs *x o and the operator Mo :=
\det(A)|1/2Ms * (Ua) is the low pass synthesis operator, where o € ¢2(Z%) and U is
the upsampling operator, (Uc)" (&) = T(A*E).

PrOPOSITION 3.8 (Exact reconstruction formula). Let Mg, M., Hs and Hs be
operators on (2(Z%) as defined above, then the following identity holds

IEQ(Zd) - MSM(I + HsHa

Proof: Let o € (2(Z%) then (HyHa0)" = |det(A)|hsheG = |det(A)|"*hy5. From
the definition of D and U, we infer (UM ,0)" is a A*~1Z%-periodic function. Since
m, and m, vanish outside the d-torus A*~'T¢ and the ball A*~'B; respectively, we
obtain (MsM,0)" = msmao = ma0o. The exactness of reconstruction is verified

once we observe m, + \det(A)|1/2ha =1. O

REMARK 3.9. The exact reconstruction formula holds even if we use W[gZ(Zd)

instead of Hs. Hence, for the implementation, we do not apply the synthesis high

pass filter. Nevertheless, we mention it here because if we use Ip2(zay in-

1
|det(A)[*/?
stead of Hs as the high pass synthesis operator then the family, X3, is not Bessel.

REMARK 3.10. In contrast to the usual tensor-product constructions both filters (low
pass and high pass) are isotropic. The analysis and synthesis scaling functions are
C>-smooth in the wavenumber domain by definition. This, in turn, implies that the
wavelets are also C*°-smooth in the wavenumber domain. Thus, the radial scaling
functions and their associated wavelets have rapid decay in the spatial domain, a
property which is very useful for handling the lateral variations of the velocity, c.
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We now define Vy := span{Tx¢° reze and V; := DIV , where ¢* is defined by

ES; =mg(A*1.)xpa. It is easy to check that {V;};ez forms an IMRA.

Next, we show that the analysis and synthesis filters defined above satisfy condition

(10) for g = 0:
|det(A)]

Y miEmi(€) = mi(€) + |det(A)]

=0

1 —mg(€)

=1 for all Te.
det(A)] or all £ €

An alternative way to verify this equation is to use Proposition 3.8. Now, for
q € (A*71Z%) /7% such that q # 0, we have
m(€)mE(E+ A*—1q) =0 for all £ € T q #0.

This is because the supports of m{ and ma(. + q) are disjoint by definition. Hence,

|det(A)] |det(A)]
m;Emi€+aq) = Y mi&mi(€+q)
=0 =1
. ldet(A)]
= ———h, . .

=:8q

where {q; : 1 =0,1,2,...,|det(A)|—1} are the representatives of the quotient group
7 /(A*Z%). Now, we need to show that s, is zero for all q # 0.

|det(A)| |det(A)| |det(A)|—1
Sq = Z 6‘11‘71 (5)6‘11'71 (6 + q) = Z eqi—l(iq) = Z 627”<qi’q>
i=1 i=1 i=0

Since, q # 0 and we know that q € (A*~!Z%)/Z%, we have q ¢ Z?. Therefore, e4 is
not the identity character on the quotient group Z¢/(A*Z%). Hence, by Lemma 3.5,
sq = 0. Thus, the low and high pass filters obey the conditions in (10). All the
filters are bounded and the scaling functions, ¢® and ¢® are continuous and equal
to one at the origin by definition. Hence, X§,, and X7, form a pair of dual frames
for L?(R?) by Theorem 3.4, if we can show that they are both Bessel.

We prove that X7, is a Bessel family. The proof for X7, follows from the same
arguments.

Recall that X§,, = { DTy : j e NU{0}, k € 2% i = 1,... ,n}U{Tko" : k € Z%}.
It is easy to see that {T Lo k€ Zd} is a Bessel family because the associated auto-
correlation function is bounded (see Theorem 7.2.3 in [3]). Hence, it is enough to
show that {DiTxy¢ : j € NU{0},k € Z%,i=1,...,n} is a Bessel sequence. For a
fixed 7 and a fixed j, we have,

> |(f, DITr?)|* =

kez?
2

| F@er(A0)07 (A6

1
kgd |det(A)’
2

- 7(1 11‘ ‘f(é + A*jl)e (A*ijé)«l/}g(A*fjg l)d
kezZ | et( )lj 1e7d /A*j']rd k :
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The sum over I € Z? in the last equality reduces to a sum over I € F, where
F is a finite subset of Z? which remains fized for all j, because ¥¢ has com-
pact support. Now, applying Plancherel’s theorem to the A7Z%periodic function

Zlezd fA( + l)@(A*fj- +1), we have

|det(A)| oo |det(A 2

ISP TE NI o o N

=1 j=0kezd

> e+ AT (A IE +1)

leF

|det(A)| 00 N 9 - _ 9
< ) Z/ [Z‘f(€+A*]l)] ] [Z FATIE )] | dg
i=1 T 1er IeF
[det(4)| Gia—in—1+1)|" | a
> e im0 2ier fA*J(T‘l+l ‘f ‘ Dver |V n—1l+10) n

—~ 2 _ ) 2
< XN S Saes sy [T [quw (AN + q)| }dn
—~ 2 _ ) 2
§ fRd f(’l)’ |d t(A)| Z] =0 |:ZqEF—F 7 (A*ijn + q)‘ :| d7l

Using the definition of the ¢{’s one can easily establish

— . 2
P+ q)| <

2
2 et (A)]
for every g which implies that {DiTpy¢ : j e NU{0}, k€ Z%i=1,...,n} is a
Bessel sequence.

4. Application of the First Generation IMRA to the solution of the
one-way acoustic wave equation

In this section we describe the discretisation of the one-way wave equation in terms
of the dual pairs of frames, X§, and X7, obtained in Section 3.

For a fixed depth, z, and a frequency, w, the samples of the wavefield, f on Z2, are
assumed to be equal to the coefficients (f, Tp$®) where ¢* is the two dimensional
IMRA analysis scaling function. This is based on the assumption that the wavefield
is band-limited in the ball, Bs. Indeed, for all such f, we have:

f(k)

| J@emtdg = | fle)on(g)e g

(19) <f, Zzﬁek> = (f, Two?)  forall ke Z2

The second equality is true because @ is equal to 1 on the support of f and the
last equality follows from Plancherel’s theorem. Now, if the signal (function) has
a higher band limit, then we sample the signal on a finer grid and the samples are
then the coefficients < f, D’ quba) for an appropriate scale j > 0.

Recall that the families X, and X3, form a pair of dual frames for L?(R?). This
implies that D0 X¢, and D% X3, form a pair of dual frames for L*(R?) because

3
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D70 is a unitary operator for all jo € Z. Hence, every f € L?(R?) can be written
as:

oo |det(A)]
(20)  f= > (f, DPTp¢") DP°Tig® + > > > (f, D'Tetf) DI Tit);.
kez? Jj=jo 1=1 keZ?

In the special case that f is band limited to the disk of radius a’t'by then
<f, Dka¢f> =0 for all j > jo,i = 1,...,|det(A)|,k € Z2, and <f, DjOTk¢“> =
f(A7Jok) for all k € Z2. Hence, the representation of f in (20) reduces to,

(21) f=> [(A°k)DPTyo".

kez?
We refer to this expression as the representation at the jo resolution level. In
practise, the resolution level is not quantified. All data sets are delivered on a
sampling grid. Thus, we always adopt the convention that the wavefield, f, lies in
the zero-resolution space, i.e. f can be expressed by means of (21) with jo = 0.

4.1. Discretisatlon of the propagator. Let P denote the propagator oper-
ator and kg the ratio % EE where ¢ is the velocity which is assumed to be constant
for the moment. The dlscretlsatlon of P turns out to be a Toeplitz matrix in this
case. In the wavenumber domain, P acts via multiplication with the symbol of the
operator,

P()(g) = 2>V fg) g eRr?.
Next, we plug in the frame decomposition (20) to obtain a discretisation of P.
First,

oo |det(A)]
(22)  P(f)=>_ (P(f), Tro") T@wz ST SN (P, DTl ) DITy
€72 j=0 =1 1€72

Before we proceed, note that the support of a function in the wavenumber domain
is invariant under the action of the propagator, P because P is multiplicative in
this domain. Hence, for a function, f bandlimited to By, P(f) is also bandlimited
to By. Now, from (19) and (21), such a function, f, can be expressed in terms of
the integer translates of ¢°:

(23) f=> f(k)The".
kez?
Since, the same is also true for P( f), we have,
=Y P(HOTig*,
lez?

where,

P(H) = (P(f), Tio") —< (Z f(k Tk¢8>,n¢“> > fk) (P (Ted*) , T")

keZ2 kez?

Thus, the vector of samples of the wavefield at z + Az is given by multiplying the
vector of samples of the wavefield at z with a matrix which we denote by P(?). We
refer to this matrix as the propagator matrix for V4, given by,

PiX = (PTig", Tig") = (Pewo® cgn) = | gr(g)erdsVilmanitkt g
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The last equality follows from the fact 7& =1 on the support of 35; Now, since &
is supported in B; C T2, the I, k-entry of P(® is the (k — 1)-th Fourier coefficient

of Q/SEeiAZV ki=1€l*, Observe that P© is a Toeplitz matrix. Hence, the operator is
applied on the discretised signal by convolution with the first row of this matrix.

w
For a fixed value of the ratio kg = —, we refer to these Fourier coefficients as

¢
the propagator filter corresponding qco ko. Note that for the constant velocity
model, we required only one propagator filter for each w. Now, if the velocity
varies laterally, for each w, we need more than one propagator filter to construct
the propagator matrix P(9). In that case, we construct a ‘table’ driven migration
scheme, meaning that we calculate the propagator filters for a pre-determined set

w
of values of the ratio kg = — and store them in a ‘table’. The values of ko range
co

w
2% where wWinqe is the maximum temporal frequency of the data and

from 0 to
. Cmin. . . .
Cmin 18 the minimum velocity for the given velocity model.

Recall, for the variable velocity model, we define the propagator weakly via (5):

Proo = [ [ emeod VST i@,

This equation is valid for ¢ compactly supported in the spatial domain and con-
tinuous. The equation is still valid if [, lo(x)]>(1 + |2])20)dz < 400 for § > 0.
Hence,

P = (P(Tho*), Tip") = /R /R it 2100 eI e (€)9° (&) Tip" () dE dac

Applying the Fubini-Tonelli Theorem, we can change the order of integration. We
replace c¢(x) by ¢, the I—th sample of the velocity model because T;¢* is well
localized in the space domain. This yields

—

(24) = [ VT g ©aer @

Hence, at a given depth step, the I-th row of the matrix 73[(33 is the propagator filter
w
corresponding to the ratio —. Hence, the I-th row of the matrix can be obtained

C
from the pre-calculated table by picking up the propagator filter corresponding to

ko which is closest to the ratio —.
Cl

Notice that q?a acts like a smoothing function to obtain a trigonometric polynomial
approximation of the phase shift operator. The matrix, P(9), is practically a spa-
tially varying convolution. This is because for the constant velocity case, we saw
it was a Toeplitz matrix (i.e. each row is obtained by right shifting the previous
row) and hence, a convolution. Now that the filter changes with every point on the
grid (i.e. l-th row depends on ¢;), this induces what is referred to as a spatially
varying convolution. As pointed out in the introduction, the discretisation of P
we obtained here, at the zero resolution level, is what geophysicists call a standard
explicit scheme. In the geophysics literature, this kind of analysis is not carried
out. Instead, the entries of the propagator matrix are calculated via (24), where

instead of &5“53 = QASG, an arbitrary smoothing filter is used.
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However, the multilevel structure of the IMRA can be utilized to reduce the com-
putational cost as we argue in the following subsections.

2. Decomposing the signal and the propagator matrix using the
fast isotropic wavelet algorithm. We can decompose a wavefield belonging to
V0, into a low pass component and a high pass component using the two dimensional
version of the fast wavelet algorithm described in Section 3. Now, the representation
of the function becomes

|[det(A)|
F=> (£ D' Tu¢*) D' Teé® + Y > (f, D' Tuth?) D™ T}
kez? i=1 kcz?
low pass component high pass component

Now, from the definition of ¢ and 9§ we infer, D™ Ty ¢ = Tjtp¢ and D™ T ths =
Tyib; where k = Ak’ + p, and p, are the representatives of the quotient group
72/(AZ?). For instance, if A is the dyadic dilation matrix, 2Ig2, then p, = (0,0),
Py = (1,0), p3 = (0,1) and, p, = (1,1). We therefore have the following represen-
tation of the function f:

F=> (£ TakD ") TaD7'¢" + > (f, Te D™ '9{) T D45

kez? kez?

low pass component high pass component

For this representation, the propagator matrix P() is decomposed into the follow-
ing:

p=b (=1
(25) <(Sf(_1) Q(_l)
where P{ = (PTarD*¢*, TuD*¢%), iy = (PTaxD*¢*, TiD*vf), TV =

(PTD*5, TyyD*$*) and Q-1 = (PTkD*qlzl,TlD*wl). We argue that we can
ignore =1 and T(=1 to obtain the following block diagonal propagator matrix,

PEL 0
(26) ( 0 Q(—D)

We now describe the process of obtaining each of the components, P~ F=1) (1)
and Q(—Y for the constant velocity case. The generalisation to the variable veloc-
ity model is exactly the same as for P(9). This is done according to the following
equations:

P = <7>D*Tk¢S,D*Tl¢S>=|det(A)|<73€Ak$S(A*.),eAl$E(A*,)>
|det(A)| / G (A*€) A=V R[] —2milAk=1).8) g¢
R2

Similarly, we obtain the following expressions:

Q( 1) / wa (A*€)e iAz\/kZ—|€|? e—2mi(k— lg)dg
&( 1) _ ‘d t 1/2/ e A*S)wa(A é) iAz\/kZ— \{\2 —27i{Ak—L,&) de,
T = det(A))!? [ G4 g)eid VIR cmit ) g
RQ
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Now, observe that &E(A*) and @(A*) overlap only in a small annulus with inner
radius be and outer radius b;. We denote this annulus by S. Hence, we can ignore
the contribution of the off diagonal components. We give a justification for this
claim by looking more closely at F(—1).

The component 1) acts on the sequence {(f, TarD*¢*)}pez2. Let A be the
analysis operator for {TaxD* ¢}, cye, i.e. A(f) = {(f, TarD*¢) }ez2. We claim
that ||F(~YA(f)|| tends to zero, as the area of the annulus, S, goes to zero, for all f
such that f is essentially bounded. This is a reasonable assumption on f because
we only have finitely many samples of the wavefield. It is therefore represented by
a finite linear combination of the translates of the synthesis scaling function which
is bounded in the wavenumber domain.

We write I = Al' + p;, and define |det(A)| sub-matrices of F 1, denoted by
8’5_1), via (35_1))l’7k = (S(’l))“@. Recall that p, are the representatives of the
quotient group Z?2/(AZ?). Now, observe that each of ngl) is a Toeplitz matrix
with each row made up of the Fourier coefficients of the A*~!'Z2-periodic function

:Z)\S(A*.){/;E(A*.)emz\/kg_Hz. Therefore, the action 35—1) on A(f) is a convolu-
tion. Also note that 2((f) = fq/SE(A*.), where we identify the bandlimited function,

%(A*) with its A*~1Z2-periodic extension. Therefore, applying Plancherel’s the-
orem we conclude,

— — , —— 2
sl = [ e eI femace) e

< I [ Eare@are) a
A*—1T2
— — 2

< I (AT )9 (A7) 18|

where |S| is the area of the annulus S. This proves our claim that ||FDA(f)||
tends to zero as the area of S tends to zero. Similar calculations can be carried out
for the component, (=1, Hence, by keeping the area of the annulus small, we can
neglect the error caused by ignoring the off-diagonal components of the propagator.
Our experimental results support this claim (see Figure 1).

4.3. Increasing the sparsity of the propagator matrix. In this subsec-
tion, we describe how the decomposition into low and high pass components can
be used to increase the sparsity of the propagator matrix and thereby reduce the
cost of computation. We use o to denote the signal in Vj, i.e. the samples of the
wavefield on Z? and refer to this sequence of samples as the original signal and the
grid on which it is defined, as the original grid. After decomposing into a low pass
component, o; and a high pass component, oy, using the fast wavelet algorithm,
the wavefield is represented by the column vector (o7, 04)T, where T stands for
transpose. Recall that the high pass component is undecimated. Hence, o, has the
same size as 0. Thus, as a result of our decomposition, we increase the amount of
data by the size of 0;. The low pass component, o; is a quarter of the size of o
if we use the Dyadic dilation matrix. Applying the propagator (26) on (o, 04)T
yields (P"1)a;, @V gy)T. The cost of matrix-vector multiplication, Q~Yoy, is
the same as that of the matrix-vector multiplication P@¢.

Nevertheless, the sparsity increases from the fact that we can discard the high
pass component for certain values of the ratio, w/c. Wavenumbers larger than
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FIGURE 1. Here we show the vertical cross sections of the images
obtained for the SEG Salt model using IMRA. The left image on
the top was obtained by discretising the propagator at the zero
resolution level. The right image on the top was obtained using
one-level of decomposition with the Dyadic dilation matrix. The
image on the bottom was obtained using one-level of decomposition
using the Quincunx dilation matrix.

the ratio w/c correspond to evanescent waves which are considered non-physical
[5]. Hence, we only need to propagate the waves corresponding to wavenumbers
smaller than w/c accurately, while the evanescent waves can be damped or set to
zero. Now, for ratios w/c < by, we can set the high pass component equal to zero
because in this case the high pass component contains only the evanescent waves.
By setting the high pass component to zero, we mean that we can set the Il-th
row of Q=1 equal to zero whenever w/c; < by. In the case of dyadic dilations,
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FI1GURE 2. Horizontal cross-sections of the results obtained using
the IMRA for the Impulse (left) and the Salt (right) models. Due
to the radial nature of the filters the faults in all directions are

imaged with the same accuracy and have no directional artifacts.

% < by < 411' This reduces the computational load significantly for regions where
the velocity is high and the temporal frequency is low, because in such regions
we only propagate the low pass component and with the use of dyadic dilations
the low pass component is one-quarter the size of the original grid. This use of
the IMRA can be compared to the sub-sampling scheme proposed by Margrave
et al [11]. However, unlike Margrave’s sub-sampling, the 1-level IMRA wavelet
decomposition is suitable for localized variations of the velocity model. In their
implementation, for a fixed frequency, w, the signal is sub-sampled to reduce the
computation time. The IMRA decomposition is more general because we subsample
not only for one fixed frequency, but also for various regions of the image where the
velocity is high.

A significant gain in speed as compared to standard explicit scheme can be antici-
pated if we can discard the high pass component for a sufficient number points in
the grid. However, Table 1 shows that with dyadic dilation, we have to propagate
the high pass component for almost every grid point when the frequency is higher
than 9 Hz. When this happens a decomposition ends up being more expensive.
Hence, it is useful to decompose the wavefield only for very low frequencies.

To rectify this, we want the low pass filter to be supported in a ball that has bigger
radius than the one we had with Dyadic dilation, so that the high pass component
can be discarded for more values of w/c. This can be achieved by replacing the
Dyadic dilation matrix with the Quincunx matrix:

A=l

This allows the low pass band to be supported in a ball of radius by, where % <

by < ‘/Ti. But, in this case the discretisation grid for the low pass component is

half the size of the original computation grid. As we can see from Table 1, this
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improves the situation because now, decomposing the wavefield is useful for higher
temporal frequencies than in the case of Dyadic dilation.

Frequency in Hz | Dyadic | Quincunx
1.5-8.75 55 0
9-16.25 99.5 37.5

16.5 - 23.75 100 93.3
24 - 31.25 100 96.4
31.25 - 37.5 100 100

TABLE 1. Percentage of points in the high pass component that
must be propagated for various ranges of temporal frequencies, in
the case of Dyadic and Quincunx dilations, for the SEG Salt model.

5. Filter design and implementation

To implement either the explicit scheme or the IMRA approach, we need a trigono-
metric polynomial approximation of the phase shift operator. We need short filters
(i.e. less terms in the trigonometric polynomial) to keep the computational cost
under control. Since the extrapolation is done for small increments Az, these filters
must not amplify the wavefield at every depth step. Hence, we have to optimize
the filter under a constraint that guarantees stability and in a way that keeps the
computational cost under control. We use a weighted least squares (WLSQ) algo-
rithm due to Thorbecke et al [15], to carry out this task. Recall that wavenumbers
larger than the ratio w/c correspond to evanescent waves which are considered
non-physical. The only requirement for the evanescent waves is that they should
be damped (i.e. must be less than one in absolute value) so that they do not
cause numerical instability. Hence, we use a weight that is equal to one in the
propagating region (|¢] < w/c) and equal to a very small value (about 107°) in
the evanescent region (|€| > w/c). The filters calculated with this weighted least
squares approach have larger errors in the evanescent region but are very accurate
for |€] < w/c. Whereas, filters calculated without the weight (i.e. by truncating the
Fourier series) have oscillations in the propagating region which results in numerical
instability. This is illustrated in Figure 3.

For 3-D migration, we have to convolve with 2-D filters. T'wo-dimensional convo-
lutions are expensive and hence, we study ways to make these convolutions com-
putationally efficient without compromising accuracy. We can take advantage of
the radial nature of the filters to optimize the 2-D convolution. Since a radial filter
is even in both variables, for each point we can first sum up the four quarters of
the data and perform the convolution for 1/4 of the original size of the filter i.e.
just the first quadrant. Another approach is to design a 1-D filter in the radial
variable and use a transformation to map it to a 2-D filter. We considered two such
transformations, the McClellan transform (see [12, 9]) and the Soubaras’ Laplacian
synthesis (see [14]).
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