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Abstract: We consider the problem of statistical pattern recognition in
a heterogeneous, high-dimensional setting. In particular, we consider the
search for meaningful cross-category associations in a heterogeneous text doc-
ument corpus. Our approach involves “iterative denoising” — that is, itera-
tively extracting (corpus-dependent) features and partitioning the document
collection into sub-corpora. We present an anecdote wherein this method-
ology discovers a meaningful cross-category association in a heterogeneous
collection of scientific documents.

1 Introduction

The “integrated sensing and processing decision trees” introduced in [9] pro-
ceed according to the following philosophy. Assume that there is a hetero-
geneous collection of entities A’ = z¢,--- , 2z, which can, in principle, be
measured (sensed) in a large number of ways. Because the sensor cannot
make all measurements simultaneously — either due to physical sensor con-
straints or because of the high intrinsic dimension of the complete feature
collection — only a subset of the possible measurements is to be made at any
one time.

Thus, for the entire entity collection X a first set of measurements is
made. Based on the features obtained, A is partitioned into {A%, -, X},
each A, being (presumably) more homogeneous than the original entity col-
lection &X. Then, for each partition cell A, a new set of measurements is
considered. This process continues, generating branches consisting of “iter-
atively denoised” entity collections {A&j,1, -, X, 5} {AXjjots s Xjujada)s
and so forth, until a collection (say, A&}, ;,j5,) is deemed sufficiently coherent
for inference to proceed. Such collections are the leaves of the tree.
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2 Iterative denoising for cross-corpus discovery

The example application we consider herein is that of discovering meaning-
ful associations in a heterogeneous text document corpus. See, for exam-
ple, [1] for a survey of text mining.

2.1 Feature extraction & dimensionality reduction

Let €' be a collection of text documents. The corpus-dependent feature ex-
traction of Lin & Pantel [6], [8] can be described as

Le(-) - DocumentSpace — [ MutualZnformationFeature|% (7).

Both the features themselves and the number of features d (C') depend on the
corpus C. Thus Lo(C) is a |C] x d(C) mutual information feature matriz.
Each of the features is associated with a word (after stemming and removal
of stopper words), as follows. For document z in corpus C, and associated
word w, the mutual information between z and w is given by

My = log fm—’w .
’ ngé,w waac,w

Here frw = cxw/N where ¢; . is the number of times word w appears in
document z and N is the total number of words in the corpus €. This
information is discounted to reduce the impact of infrequent words via

Ca,w mm(25 C¢,ws Zw Cmv“’>
1 +Cm,u} 1 +m1n(25 CE,uNZw Cm,w>.

mm,w = Mg, *
The mutual information feature vector, then, for document z in corpus C, is
given by

ex = Lo(x) = [Maw,, ’mmywdﬁ(c)]'

Given two documents z,y € C, the distance (we use the term loosely; it
is in fact a pseudo-dissimilarity) employed, p, is given by

pla,y) =1 — (e - ey)/([leall2]ley]2) € [0,2].

Thus
poLa(C)

is a |C] x |C| interpoint distance matriz. All subsequent processing will be
based on these interpoint distances, as discussed in [7]. However, the features,
and hence the interpoint distances themselves, are corpus dependent and so,
as the iterative denoising tree is built, based on the evolving partitioning,
these distances change.

Multidimensional scaling [2] is used to embed the interpoint distance ma-
trix po L (C) into a Buclidean space R9m<=(%) | Notice first that, if the feature
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vectors were Euclidean — that is, if we were using an actual distance in the
dr(C)-dimensional space — then the features could be represented with no
distortion in R%()=1 Alas, they are not, and cannot be. So

mdsopoLo(C)

is a |C| X dpas(C) Euclidean feature matriz representing the corpus C. The
choice of d,,4s(C) represents a distortion/dimensionality tradeoff.

Finally, the Euclidean representation mdsopo L (C) produced by multidi-
mensional scaling is reduced, via principal component analysis [5], to a lower
dimensional space for subsequent processing. Again we face a model selection
choice of dimensionality. The combination feature extraction/dimensionality
reduction we propose, then, is given by

peacmds o po Lo(C),

vielding a [C| X dpeo(C) LSI feature matriz which can be seen as akin to
a (generalized) latent semantic indexing (LSI) [4].

2.2 Science news corpus

A heterogeneous corpus of text documents obtained from the Science News
web site is used in this example. The Science News (SN) corpus C' consists
of |C| = 1047 documents in eight classes. Table 1 provides a breakdown
of the corpus by number of documents per class. Our goal is two find two
documents in different classes which have a meaningful association.

Class Number of Documents
Anthropology 54

Astronomy 121

Behavioral Sciences | 72

Earth Sciences 137

Life Sciences 205

Math & CS 60

Medicine 280

Physics 118

Table 1: Science News corpus.

For this Science News corpus C, feature extraction via Lo (C') yields a fea-
ture dimension dz(C) = 10906. That is, there are 10906 distinct meaning-
ful words in the corpus, and the Lin & Pantel feature extraction produces
a 1047 x 10906 feature matrix.

Multidimensional scaling (Figure 1, left panel) on the 1047 x 1047 inter-
point distance matrix p o Lo (C) yields dyqs(C) = 898. (Numerical issues in
the multidimensional scaling algorithm make 898 the largest dimension into
which the interpoint distance matrix can be embedded. So, while Figure 1
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Figure 1: Multidimensional scaling (left panel) for the original 1047 10906-
dimensional SN feature vectors. The largest numerically stable multidimen-
sional scaling embedding is dy,qs(C) = 898. (This left curve suggests that
perhaps 200, and certainly 400 dimensions is sufficient to adequately fit the
documents into Euclidean space.) Principal components (right panel) for the
898-dimensional Fuclidean embedding of the original 1047 10906-dimensional
SN feature vectors. (The “elbow” of this scree plot occurs, perhaps, in the
range of 10-50 principal components.)

suggests that perhaps 200, and certainly 400 dimensions is sufficient to ad-
equately fit the documents into Euclidean space, we avoid the first model
selection quandary by choosing the largest numerically stable multidimen-
sional scaling embedding.)

A subsequent principal component analysis of the 898-dimensional Eu-
clidean features mds o p o L(C') yields the scree plot presented in Figure 1,
right panel. This scree plot suggests that a latent semantic index dimension
of perhaps 10-50 is appropriate for the SN corpus.

Figure 2 displays the projection of the data set onto the first two principal
components of

peacmdsopo Lo(C) (1)

for the Science News corpus. Notice that this plot suggests that the combi-
nation feature extraction /dimensionality reduction we have employed (eq. 1)
has captured well some of the information concerning the eight classes, de-
spite the fact that we are viewing just two dimensions (as opposed to, say, the
10-50 dimensions suggested by the scree plot in Figure 1). To wit: there are
two groups extending from and distinguishable from the main body of doc-
uments. These two groups are dominated by medicine (the upper left arm)
and astronomy (the upper right arm). Additionally, some physics documents
are present in the astronomy arm and some life sciences and behavioral sci-
ences documents are present in the medicine arm. That physics should have
some similarity with astronomy, and that life sciences and behavioral sciences
should have some similarity with medicine, agrees with intuition.
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Figure 2: The first two principal components of pcaomdso po Lo (C) for the
Science News corpus. The eight symbols represent the eight classes; the three
clusters generated via hierarchical clustering correspond roughly to the main
body and the two arms. Notice that there are two groups extending from
and distinguishable from the main body of documents. These two groups are
dominated by medicine (the upper left arm) and astronomy (the upper right
arm). The documents selected as our anecdotal “meaningful association” are
indicated throughout by the solid dots and document number.

2.3 Example result
Recall that the SN corpus €' has |C| = 1047 with class label vector

v = [54,121, 72,137, 205, 60, 280, 118].

The iterative denoising tree for cross-corpus discovery is illustrated on the
SN corpus in Figure 3. This figure provides a coarse depiction of one path,
from root to leaf, of the tree; a row-by-row description thereof follows.

Row 1: At the root, we have
peacmds o po Lo(C).

Recall that these 1047 documents yield a feature dimension d.(C) = 10906
and an mds dimension d,,q¢s(C) = 898. We display the first two principal
components; thus the root (row 1) in Figure 3 is presented in detail in Fig-
ure 2.
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cluster 3

Figure 3: One path in an iterative denoising tree for the SN corpus.

Row 2: In the same space as for Row 1, we have simply split out three
clusters obtained via hierarchical clustering, for display convenience.

(We choose in this manuscript to avoid model selection details; e.g., the
choice of three vs. two clusters at the root. In general, we recommend that
this issue be avoided by generating a binary tree unless user intervention is
possible. In this example, the root begs for three clusters — a core and two
arms.)
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To illustrate an anecdotal meaningful cross-corpus discovery, we will fol-
low cluster 2, s, which contains 166 documents. This subset of the original
corpus is denoised in the sense that it is primarily physics and astronomy.
The class label vector is

vo = [2,113,0,10,4,0,1, 36].

Thus, C5 contains nearly all (113 of 121} of the astronomy documents, nearly
one third (36 of 118) of the physics documents, and but a smattering from the
other classes. So while the original feature extraction was done in the context
of a corpus containing medicine, behavioral sciences, and mathematics doc-
uments, these topics are not a part of the context for the feature extraction
for Uy and this feature extraction can therefore focus on features germane to
physics and astronomy.

Row 3: Here we display
peacmds o po Lo, (C3).

(See Figure 4 for more detail.) These 166 documents yield a feature dimension
dr(C3) = 3037 and an mds dimension dy,q4s(Cs) = 162. Since £ involves
corpus-dependent feature extraction, this display is different than the “cluster
2”7 display in Row 2. This difference is due to denoising. The indicated
partition represents the clusters generated via hierarchical clustering. Notice
that one of the clusters (Cag, lower right, containing 91 documents) contains
approximately half of Cy’s astronomy documents (52 of 113) and nearly all
of Cy’s physics documents (35 of 36). In continuing pursuit of our anecdotal
meaningful cross-corpus discovery, we follow Css.

Row 4: The class label vector for (s 1s
vy = [0,52,0,1,2,0,1,35].

The left display in Row 4 (see Figure 5 for more detail) depicts
peaomdsopoLe,,(Co).

These 91 documents yield a feature dimension d;(Caz) = 1981 and an mds di-
mension dp,qs(Ca2) = 89. Again, recall that the feature extraction is corpus-
dependent. Now consider altering the geometry via the document subset

SQQ = {10500, 10651} C CQQ.

(These documents were chosen arbitrarily, for the purposes of illustration:
they consist of a Physics document about neutrinos and an Astronomy docu-
ment about black holes.) In the display, the two black squares represent Sag.

The right display in Row 4 (see Figure 6 for more detail) depicts the
altered geometry after consideration of So. That is, here we have added
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Figure 4: Node Nj in the iterative denoising tree for the SN corpus.

a new (90th) feature K,d(-, S22) to the 89 multidimensional scaling features,
and are displaying

peao [(mdsopo Loy, (Caa)) s Ked(-, S22)] .

In the display, the two black squares again represent Sao. The distance-to-
subset used for the additional “tunnelling” feature (see, for instance, [3])
d(-, 822), is the minimum Euclidean distance to an element of the subset in
the LSI-space defined by the selected principal components; in this case, the
scree plot suggests dpe, (Chy) = 20. The coefficient K used for the tunnelling
feature is obtained by scaling the values d(-, Sa2) so that the variance for
the tunnelling feature K,d(-, Saa) is some pre-specified positive multiple ¢ of
the maximum multidimensional scaling feature variance. We use ¢ = 10000
in this example so that this new feature dominates the multidimensional
scaling features in the subsequent principal component analysis. (Note that
the scale presented in NQ/2 in Figure 6 is such that the ordinate has no impact
on the subsequent clustering; the abscissa dominates.) Rather than use the
automatic clustering (depicted), we illustrate user intervention via manual
clustering based on a vertical line (recall that the abscissa dominates) at 700
in NQ/Q. We follow the rightmost cluster obtained thusly, Cssy.
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Figure 5: Node Ngs in the iterative denoising tree for the SN corpus.
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Figure 6: Node NJ, in the iterative denoising tree for the SN corpus.
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Figure 7: Node Nag; in the iterative denoising tree for the SN corpus.

Row 5: The document collection Cagy is, again, almost entirely astronomy
and physics, with
‘0221‘ =17

and
V221 — [0’ 8’ 0’ 1’ 0’ 0’ 0’ 8]

These 17 documents yield a feature dimension d;(Cag1) = 367 and an mds
dimension dy,qs = 16. After recalculating the features for Cazy, we display

pca o [(mds opo £0221 (0221)) ;Kc/d(~, Sgg)] .

(See Figure 7 for more detail.) (A value of ¢ = 100 is used here; the impact
of the tunnelling feature is lessened.)

Row 6: Here we consider one of the two clusters, Css13, from Nagy via

pca o [(mds opo £02212 <02212)> ;Kc’d<" SQQ)] .

|Cama] =12

and
V2212 — [Oa 6’ 0’ 1’ 0’ 0’ 0’ 5]
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These 12 documents yield a feature dimension d;(Cag12) = 215 and an mds
dimension d,,4, = 11. This, in turn, clusters into Chs121 and Cagyas.
Let us finally consider Caz191. This leaf contains eight documents, with
class label vector
V22121 — [0, 4, 0, 0, 0, 0, 0, 4]

Pairs of documents from different classes which fall to the same leaf of the
iterative denoising tree are candidate associations. Thus this example yields
16 candidate associations, at least one of which (astronomy #10422 = “X-Ray
Universe: Quasar’s jet goes the distance” by R. Cowen, Science News Online,
Feb. 16, 2002 & physics #10516 = “Glimpses inside a tiny, flashing bubble”
by I. Peterson, Science News Online, Oct. 5, 1996) is plausibly a meaningful
association.

3 Conclusion

We have presented an anecdote — not an experiment! — suggesting that an
iterative denoising methodology can be a useful tool in discovering meaningful
cross-corpus associations. Corpus-dependent feature extraction is an essential
part of the methodology, providing features which are iteratively fine-tuned to
ever more homogeneous subsets of documents as one progresses down the tree.
The specific approaches to feature extraction, dimensionality reduction, and
partitioning may be profitably altered within the framework of the general
methodology. The adaptive geometry provided by employing distance-to-
subset “tunnelling” features allows the user to alter the details of tree growth.
Experimental design to allow for statistical evaluation of the performance
of the methodology provides some interesting hurdles, and will be reported
elsewhere.

Finally, we note that the methodology described is not specific to text
document processing, and may have application in many disparate discovery
scenarios. The fundamental idea, as in [9], is to address the problem of there
being more measurements that can be made than should be made at any one
time.
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