<table>
<thead>
<tr>
<th>Table II</th>
<th>Experimental Results of Calibrating the Camera Position Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured Position Parameters</td>
<td>Computed Position Parameters</td>
</tr>
<tr>
<td>1</td>
<td>(94.5, -56.0,16.5)</td>
</tr>
<tr>
<td>2</td>
<td>(198.0, -160.0,15.7)</td>
</tr>
<tr>
<td>3</td>
<td>(297.5, -235.0,15.5)</td>
</tr>
<tr>
<td>4</td>
<td>(922.0, -51.0,30.0)</td>
</tr>
<tr>
<td>5</td>
<td>(196.5, -150.0,30.0)</td>
</tr>
<tr>
<td>6</td>
<td>(298.5, -250.0,30.0)</td>
</tr>
<tr>
<td>7</td>
<td>(990.0, -430.41,0)</td>
</tr>
<tr>
<td>8</td>
<td>(204.0, -145.0,41.5)</td>
</tr>
<tr>
<td>9</td>
<td>(303.0, -245.0,41.5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table III</th>
<th>Simulation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise Deviation (pixel)</td>
<td>Pan Error (degree)</td>
</tr>
<tr>
<td>0.25</td>
<td>0.39</td>
</tr>
<tr>
<td>0.50</td>
<td>0.77</td>
</tr>
<tr>
<td>0.75</td>
<td>1.16</td>
</tr>
<tr>
<td>1.00</td>
<td>1.54</td>
</tr>
<tr>
<td>1.50</td>
<td>2.09</td>
</tr>
<tr>
<td>2.00</td>
<td>2.52</td>
</tr>
<tr>
<td>2.50</td>
<td>2.97</td>
</tr>
<tr>
<td>3.00</td>
<td>3.37</td>
</tr>
<tr>
<td>3.50</td>
<td>3.71</td>
</tr>
<tr>
<td>4.00</td>
<td>3.54</td>
</tr>
</tbody>
</table>

Least-Squares Estimation of Transformation Parameters Between Two Point Patterns
Shinji Umezama

Abstract—In many applications of computer vision, the following problem is encountered. Two point patterns (sets of points) \( \{x_i\} \) and \( \{y_i\}; i = 1,2,\ldots, n \) are given in n-dimensional space, and we want to find the similarity transformation parameters (rotation, translation, and scaling) that give the least mean squared error between these point patterns. Recently Arun et al. and Horn et al. have presented a solution of this problem. Their solution, however, sometimes fails to give a correct rotation matrix and gives a reflection instead when the data is severely corrupted. The theorem given in this correspondence is a strict solution of the problem, and it always gives the correct transformation parameters even when the data is corrupted.

Index Terms—Absolute orientation problem, computer vision, least-squares, motion estimation, singular value decomposition.

I. INTRODUCTION

In computer vision applications, we sometimes encounter the following mathematical problem. We are given two point patterns (sets of points) \( \{x_i\} \) and \( \{y_i\}; i = 1,2,\ldots, n \) in n-dimensional space, and we want to find the similarity transformation parameters (rotation, translation, and scaling) giving the minimum value

Manuscript received October 29, 1989; revised August 30, 1990. Recommended for acceptance by C. Brown.

The author is with the Mathematical Informatics Section, Information Science Division, Electrotechnical Laboratory, 1-1-4 Umezono, Tsukuba-shi, Ibaraki 305, Japan.

IEEE Log Number 9041531.
of the mean squared error $e^2(R, t, c)$ of these two point patterns.

$$e^2(R, t, c) = \frac{1}{n} \sum_{i=1}^{n} \| y_i - (cRz_i + t) \|^2$$  

(1)

The dimensionality $m$ is usually 2 or 3.

This problem is sometimes called the absolute orientation problem [1], and an iterative algorithm for finding the solution [2] and a noniterative algorithm based on quaternions [3] for a 3-D problem. A good reference can be found in [1]. Recently, Arun et al. [4] and Horn et al. [1] have presented a solution of this problem, which is based on the singular value decomposition of a covariance matrix of the data. Their solution, however, sometimes fails to give a correct rotation matrix and a gives a reflection instead (det $(R) = -1$) when the data is severely corrupted.

The theorem given in this correspondence is a strict solution of the problem, and it is derived by refining Arun’s results. The theorem always gives the correct transformation parameters even when the data is corrupted.

II. LEAST-SQUARES ESTIMATION OF TRANSFORMATION PARAMETERS

In this section, we show a theorem which gives the least-squares estimation of similarity transformation parameters between two point patterns. Before showing the theorem, we prove a lemma, which gives the least-squares estimation of rotation parameters. This lemma is the main result of this correspondence.

Lemma: Let $A$ and $B$ be $m \times m$ matrices, and $R$ an $m \times m$ rotation matrix, and $UDV^T$ a singular value decomposition of $AB^T$ $(U^TYV = Y = I, D = \text{diag}(d_1, d_2, \cdots, d_m \geq 0))$. Then the minimum value of $\|A - RB\|^2$ with respect to $R$ is

$$\min_{R} \|A - RB\|^2 = \|A\|^2 + \|B\|^2 - 2tr(DS)$$  

(2)

where

$$S = \begin{cases} 
I & \text{if } \text{det}(AB^T) \geq 0 \\
\text{diag}(1,1,\cdots,1,-1) & \text{if } \text{det}(AB^T) < 0. 
\end{cases}$$

When $\text{rank}(AB^T) \geq m - 1$, the optimum rotation matrix $R$ which achieves the above minimum value is uniquely determined.

$$R = USV^T$$  

(4)

where $S$ in (4) must be chosen as

$$S = \begin{cases} 
I & \text{if } \text{det}(U)\text{det}(V) = 1 \\
\text{diag}(1,1,\cdots,1,-1) & \text{if } \text{det}(U)\text{det}(V) = -1 
\end{cases}$$

when $\text{det}(AB^T) = 0$ ($\text{rank}(AB^T) = m - 1$).

Proof of Lemma: Define an objective function $F$ as

$$F = \|A - RB\|^2 + tr(L(R^TR - I)) + g(\text{det}(R) - 1)$$

(6)

where $g$ is a Lagrange multiplier and $L$ is a symmetric matrix of Lagrange multipliers. The second and third term of $F$ represent the conditions for $R$ to be an orthogonal and proper rotation matrix respectively. Partial differentiation of $F$ with respect to $R$, $t$, and $c$ lead to the following system of equations [5].

$$\frac{\partial F}{\partial R} = 2A^T - 2BB^T + 2LR + gR = 0$$

(7)

$$\frac{\partial F}{\partial t} = -2A^TR + 2BB^T + 2RL + gR = 0$$

(8)

$$\frac{\partial F}{\partial c} = 2A^TR - I = 0$$

with

$$\frac{\partial F}{\partial g} = \text{det}(S) - 1 = 0$$  

(9)

where we used

$$\frac{\partial}{\partial R} \text{det}(R) = \text{adj}(R^T) = \text{det}(R^T) (R^T)^{-1} = R$$

(10)

since $R$ is a rotation matrix (adj$(R^T)$ is an adjoint matrix of $R^T$).

From (7),

$$RL' = AB^T, \quad \text{where } L' = BB^T + L + \frac{1}{2}gI. \quad (11)$$

By transposing the both sides of (11), we obtain the following equation (note that $L'$ is symmetric).

$$L'R^T = BA^T$$

(12)

If we multiply each side of (11) with each side of (12), respectively, (13) is obtained since $R^TR = I$.

$$L'^1 = BA^T AB^T = VD^TV^T$$

(13)

Obviously $L'$ and $L'^1$ are commutative $(L'L'^1 = L'^1L')$, hence both can be reduced to diagonal forms by the same orthogonal matrix $[6]$. Thus we can write

$$L' = VS_DV^T,$$

(14)

where $S = \text{diag}(s)$, $s_i = 1$, or $-1$.

Now, from (14),

$$\text{det}(L') = \text{det}(V \cdot D^1)$$

$$= \text{det}(V) \text{det}(D) \text{det}(S) \text{det}(V^T)$$

$$= \text{det}(D) \text{det}(S). \quad (15)$$

On the other hand, from (11)

$$\text{det}(L') = \text{det}(R^T AB^T)$$

$$= \text{det}(R^T) \text{det}(AB^T)$$

$$= \text{det}(AB^T). \quad (16)$$

Thus,

$$\text{det}(D) \text{det}(S) = \text{det}(AB^T). \quad (17)$$

Since singular values are nonnegative, $\text{det}(D) = d_1d_2\cdots d_m \geq 0$.

Hence $\text{det}(S)$ must be equal to 1 when $\text{det}(AB^T) > 0$, and $-1$ when $\text{det}(AB^T) < 0$.

Next, extremum values of $\|A - RB\|^2$ is derived as follows: from (11) we have

$$\|A - RB\|^2 \geq \|A\|^2 + \|B\|^2 - 2tr(AB^T R)$$

$$= \|A\|^2 + \|B\|^2 - 2tr(R^T AB^T)$$

$$= \|A\|^2 + \|B\|^2 - 2tr(L'). \quad (18)$$

Substituting (14) into (18), we have

$$\|A - RB\|^2 = \|A\|^2 + \|B\|^2 - 2tr(VD^TV^T)$$

$$= \|A\|^2 + \|B\|^2 - 2tr(DS)$$

$$= \|A\|^2 + \|B\|^2 - 2(d_1s_1 + d_2s_2 + \cdots + d_ms_m). \quad (19)$$

Thus, the minimum value of $\|A - RB\|^2$ is obviously achieved when $s_1 = s_2 = \cdots = s_m = 1$ if $\text{det}(AB^T) \geq 0$, and $s_1 = s_2 = \cdots = s_{m-1} = 1, s_m = -1$ if $\text{det}(AB^T) < 0$. This concludes the first half of the lemma.

Next, we determine a rotation matrix $R$ achieving the above minimum value. When $\text{rank}(AB^T) = m$, $L'$ is nonsingular, thus
it has its inverse \( L^{-1} = (V D S V^T)^{-1} = V S^{-1} D^{-1} V^T = V D^{-1} S V^T \). (note that \( S^{-1} = S, SD^{-1} = D^{-1} S \)). Therefore, from (11) we have

\[
R = A B^T L^{-1} = U D V^T V D^{-1} S V^T = U^T S V^T.
\] (20)

Finally, when \( \text{rank}(A B^T) = m - 1 \), from (11), (14)

\[
R V D S V^T = U^T D V^T.
\] (21)

Multiplying \( V \) by both sides of (21) from the right and using \( D S = D \) (since \( d_m = 0 \) and \( s_1 = s_2 = \cdots = s_{m-1} = 1 \)),

\[
R V D = U^T D
\] (22)

is obtained. If we define an orthogonal matrix \( Q \) as follows:

\[
Q = U^T R V
\] (23)

we have

\[
Q D = D.
\] (24)

Let the column vectors of \( Q \) be \( q_1, q_2, \ldots, q_m \) \( (Q = [q_1, q_2, \ldots, q_m]) \). The following equations are obtained by comparing both sides of (24).

\[
d_i q_i = d_i e_i, \quad 1 \leq i \leq m - 1
\] (25)

Hence,

\[
q_i = e_i, \quad 1 \leq i \leq m - 1
\] (26)

where \( e_i \) is a unit vector which has 1 as an \( i \)-th element.

\[
e_i = (0, 0, \ldots, 1, 0, \ldots, 0)^T
\] (27)

The last column vector \( q_m \) of \( Q \) is orthogonal to all other vectors \( q_i \), \( (1 \leq i \leq m - 1) \) since \( Q \) is an orthogonal matrix. Thus we have

\[
q_m = e_m \quad \text{or} \quad q_m = -e_m.
\] (28)

On the other hand,

\[
\text{det}(Q) = \text{det}(U)^T \text{det}(R) \text{det}(V) = \text{det}(U) \text{det}(V).
\] (29)

Thus, \( \text{det}(Q) = 1 \) if \( \text{det}(U)^T \text{det}(V) = 1 \) and \( \text{det}(Q) = -1 \) if \( \text{det}(U)^T \text{det}(V) = -1 \). Therefore we have

\[
R = U^T Q V^T = U^T V^T
\] (30)

where

\[
S = \begin{cases} I \\ \text{diag}(1, 1, \ldots, 1, -1) \end{cases} \quad \text{if} \quad \text{det}(U)^T \text{det}(V) = 1 \\
\text{diag}(1, 1, \ldots, 1, -1) \quad \text{if} \quad \text{det}(U)^T \text{det}(V) = -1.
\] (31)

We can derive the following theorem using this lemma.

**Theorem:** Let \( X = \{x_1, x_2, \ldots, x_n\} \) and \( Y = \{y_1, y_2, \ldots, y_n\} \) be corresponding point patterns in \( m \)-dimensional space. The minimum value \( c^2 \) of the mean squared error

\[
e^2(R, t, c) = \frac{1}{n} \sum_{i=1}^{n} \|y_i - (c R x_i + t)\|^2
\] (32)

of these two point patterns with respect to the similarity transformation parameters \( (R: \text{rotation}, t: \text{translation}, \text{and} \ c: \text{scaling}) \) is given as follows:

\[
e^2 = \sigma_y^2 - \frac{\text{tr}(DS)^2}{\sigma_x^2}
\] (33)

where \( \mu_x = \frac{1}{n} \sum_{i=1}^{n} x_i, \mu_y = \frac{1}{n} \sum_{i=1}^{n} y_i, \sigma_x^2 = \frac{1}{n} \sum_{i=1}^{n} \|x_i - \mu_x\|^2, \sigma_y^2 = \frac{1}{n} \sum_{i=1}^{n} \|y_i - \mu_y\|^2 \).

\[\Sigma_{xy} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \mu_y)(x_i - \mu_x)^T \] (38)

and let a singular value decomposition of \( \Sigma_{xy} \) be \( U D V^T \) \((D = \text{diag}(d_1, d_2, \ldots, d_m), d_i \geq d_{i+1} \geq \cdots \geq d_m \geq 0,\) and

\[
S = \begin{cases} I \\ \text{diag}(1, 1, \ldots, 1, -1) \end{cases} \quad \text{if} \quad \text{det}(\Sigma_{xy}) \geq 0 \\
\text{diag}(1, 1, \ldots, 1, -1) \quad \text{if} \quad \text{det}(\Sigma_{xy}) < 0.
\] (39)

\( \Sigma_{xy} \) is a covariance matrix of \( X \) and \( Y \), \( \mu_x \) and \( \mu_y \) are mean vectors of \( X \) and \( Y \), and \( \sigma_x^2 \) and \( \sigma_y^2 \) are variances around the mean vectors of \( X \) and \( Y \), respectively.

When \( \text{rank}(\Sigma_{xy}) \geq m - 1 \), the optimum transformation parameters are determined uniquely as follows:

\[
R = U S V^T
\] (40)

\[
t = \mu_y - c R \mu_x
\] (41)

\[
c = \frac{1}{\sigma_x^2} \text{tr}(D S)
\] (42)

where \( S \) in (40) must be chosen as

\[
S = \begin{cases} I \\ \text{diag}(1, 1, \ldots, 1, -1) \end{cases} \quad \text{if} \quad \text{det}(U) \text{det}(V) = 1 \\
\text{diag}(1, 1, \ldots, 1, -1) \quad \text{if} \quad \text{det}(U) \text{det}(V) = -1
\] (43)

when \( \text{rank}(\Sigma_{xy}) = m - 1 \).

**Proof:** We represent the point sets \( X, Y \), by \( n \times n \) matrices

\[
X = [x_1, x_2, \ldots, x_n], \quad Y = [y_1, y_2, \ldots, y_n],
\]

respectively. Then, \( c^2(R, t, c) \) in (32) is reformulated as follows:

\[
e^2(R, t, c) = \frac{1}{n} \|Y - c R X - t h^T\|^2
\] (44)

where

\[
h = (1, 1, \ldots, 1)^T
\] (45)

Here, we introduce an \( n \times n \) normalization matrix \( K = I - (1/n) h h^T \) \((K^2 = K^T = K) \). Using this matrix, the characteristics in (36)–(38) are written as follows:

\[
\sigma_x^2 = \frac{1}{n} \|X K\|^2
\] (46)

\[
\sigma_y^2 = \frac{1}{n} \|Y K\|^2
\] (47)

\[
\Sigma_{xy} = \frac{1}{n} \|Y K X^T\|
\] (48)

Moreover, if we use the following equations,
$$X = X K + \frac{1}{n} X h h^T$$  \hspace{1cm} (49)$$
$$Y = Y K + \frac{1}{n} Y h h^T$$  \hspace{1cm} (50)$$

$$e^2(R, t, c)$$ is further reformulated as follows:

$$e^2(R, t, c) = \frac{1}{n} \left\| Y K + \frac{1}{n} Y h h^T - c R X K - \frac{1}{n} R X h h^T - th^T \right\|^2$$
$$= \frac{1}{n} \left\| Y K - c R X K + \left( \frac{1}{n} Y h - \frac{1}{n} R X h - t \right) h^T \right\|^2$$
$$= \frac{1}{n} \left\| Y K - c R X K - t h^T \right\|^2$$
$$= \frac{1}{n} \left\{ \left\| Y K - c R X K \right\|^2 + \left\| t h^T \right\|^2 \right\}$$
$$- 2t \left( K \left( Y^T - c X^T R^T \right) t h^T \right) \right\}$$  \hspace{1cm} (51)$$

where

$$t' = -\frac{1}{n} Y h + \frac{1}{n} R X h + t.$$  \hspace{1cm} (52)$$

Since we can show the following equations

$$\text{tr} \left( K \left( Y^T - c X^T R^T \right) t h^T \right) = \text{tr} \left( t^T \left( I - \frac{1}{n} h h^T \right) \right.$$  
$$\times \left( Y^T - c X^T R^T \right) \right)$$
$$= \text{tr} \left( t^T \left( h^T - h^T \right) \right.$$  
$$\times \left( Y^T - c X^T R^T \right) \right)$$
$$= 0$$

$$\left\| t' h^T \right\|^2 = n \left\| t' \right\|^2$$  \hspace{1cm} (54)$$

we have

$$e^2(R, t, c) = \frac{1}{n} \left\{ \left\| Y K - c R X K \right\|^2 + \left\| t' \right\|^2 \right\}$$  \hspace{1cm} (55)$$

From this equation, \( t' \) must be equal to 0 in order to minimize \( e^2(R, t, c) \), that is,

$$t = \frac{1}{n} Y h - \frac{1}{n} R X h = \mu_y - c R \mu_y.$$  \hspace{1cm} (56)$$

Next, when \( U D V^T \) is a singular value decomposition of \( \Sigma_{xy} = (1/n) Y X^T \), a singular value decomposition of \( Y K (c X K)^T = c Y K^T X^T = c \Sigma_{xy} \) is \( c \Sigma_{xy} \). Thus, the minimum value \( e^2(c) \) of \( (1/n) Y K - c R X K \) with respect to \( R \) is given from the lemma as follows:

$$e^2(c) = \frac{1}{n} \left\{ \left\| Y K \right\|^2 + \left\| c X K \right\|^2 - 2 \text{tr}(c \Sigma) \right\}$$
$$= \sigma_y^2 + c^2 \sigma_x^2 - 2c \text{tr}(D S)$$

where

$$S = \left\{ \begin{array}{ll}
I & \text{if } \det(\Sigma_{xy}) \geq 0 \\
\text{diag}(1, 1, \ldots, -1) & \text{if } \det(\Sigma_{xy}) < 0
\end{array} \right.$$  \hspace{1cm} (58)$$

Also from the above lemma, if \( \text{rank}(\Sigma_{xy}) \geq m - 1 \),

$$R = U S V^T$$  \hspace{1cm} (59)$$

where \( S \) must be chosen as

$$S = \left\{ \begin{array}{ll}
I & \text{if } \det(U) \det(V) = 1 \\
\text{diag}(1, 1, \ldots, -1) & \text{if } \det(U) \det(V) = -1
\end{array} \right.$$  \hspace{1cm} (60)$$

when \( \text{rank}(\Sigma_{xy}) = m - 1 \).

III. NUMERICAL EXAMPLE

Now we show a very simple numerical example of the absolute orientation problem, where Arun and Horn’s method gives a reflection, while the proposed method successfully gives a rotation.

Fig. 1 shows two point patterns \( X \) and \( Y \) consisting of three points \((a, b, c) \in X \) and \((A, B, C) \in Y \) in two-dimensional space, respectively. Here we assume that a point \( a \) in \( X \) is matched with a point \( A \) in \( Y \), \( b \) to \( B \), and \( c \) to \( C \). Then Arun and Horn’s method gives the following transformation parameters.

$$R = \begin{pmatrix}
-1.0 & 0.0 & 0.0 \\
0.0 & 1.0 & 0.0 \\
0.0 & 0.0 & 1.0
\end{pmatrix}, \quad t = \begin{pmatrix}
0.0 \\
0.0 \\
0.0
\end{pmatrix}, \quad c = 1.0$$  \hspace{1cm} (63)$$

The least mean squared error \( e^2 = 0 \), and the point pattern \( Y \) and the transformed point pattern of \( X \) is shown in Fig. 2. The obtained transformation gives a perfect matching \( (e^2 = 0) \). However, it obviously represents a reflection. Thus, if a reflection is not allowed as a transformation between \( X \) and \( Y \), their method fails to give an appropriate solution in this case.

On the other hand, the transformation parameters given by the proposed method is as follows.

$$R = \begin{pmatrix}
0.832 & 0.555 & 0.555 \\
-0.555 & 0.832 & 0.832 \\
-0.832 & -0.555 & 0.555
\end{pmatrix}, \quad t = \begin{pmatrix}
-0.800 \\
0.400 \\
0.400
\end{pmatrix}, \quad c = 0.721$$  \hspace{1cm} (64)$$

The least mean squared error \( e^2 = 0.533 \), and the transformation
The Topology of Locales and Its Effects on Position Uncertainty

David I. Havelock

Abstract—The precision to which the position of a target in a digital image can be estimated, may be analyzed by considering the possible digital representations of the target. Such an analysis leads to regions of indistinguishable target position, referred to as locales. By considering the density, distribution, and shape of these locales the available precision can be estimated. Previously, such analyses have assumed an absence of noise in the digital image. It is shown here how the noise tolerance for position estimation is affected by the topological properties of locales, such as locale connectivity, adjacency, and clustering.

Index Terms—Image metrology, locales, noise, precision, registration, targets.

I. INTRODUCTION

Subpixel position estimation for targets in digital images has been investigated for some time, particularly in regard to image registration. Recent articles have investigated geometric precision by means of enumerating the distinct digital representations of a target in digital images. By this approach, an expression has been derived for the number of distinct digital representations of a binary straight edge, when the edge has a known orientation [1]. Asymptotic expressions have been derived when neither orientation nor offset are known [2], [3]. Binary targets for optimal registration have been designed, based on maximizing the number of distinct digital representations [4], [5]. For more general target shapes, and abstract position parameters, graphical evaluation of registration precision and analytical bounds on precision have been developed based on parameter equivalence classes (locales) defined by the digital representations of the target [6].

Related work exists for the digital representations of line segments [7]–[11], arc [12] and circles [13], as well as analysis of precision for digitizing schemes [14]–[16], and position estimation algorithms [17]–[22], to list a few. The optimal position estimate, in regard to errors due to quantization and sampling, has been defined in a natural way as the center of the region (locale) corresponding to each digital representation of the target [23], [24]. In the analyses presented here, target positional uncertainty is considered, rather than the more commonly investigated image intensity errors. (The latter being exemplified, for example, by the excellent analysis in [14] which considers image intensity errors, rather than positional errors, due to combined quantization and sampling.)

One shortcoming of the method of analyzing geometric precision by enumerating the digital representations of a target has been the difficulty in dealing with noise in an analytically consistent manner. Typically, a noise-free analysis is developed, followed by a series of simulations to investigate the effects of noise in an empirical manner. This is a convenient approach to infer the validity of the noise-free analysis in a realistic noisy image. It would be better, however, to incorporate the noise within the formal analytical framework in the first place.

Here, the relationship between image noise and positional uncertainty is investigated in the context of discrete digital representations of a target. Image noise, which causes the observed pixel values to differ from those of the ideal model, can be expressed as an error volume in image space. Registration error due to positional noise is calculated using techniques similar to those developed for the noise-free case.

Related work is discussed in Section II. Theoretical results are given in Section III. Analytical and experimental results are presented in Section IV. Conclusions are given in Section V.

II. RELATED WORK

Several related works have been developed to analyze the effects of noise on position estimation. These include a series of analytical and experimental investigations of the effects of noise on the number of digital representations of a binary straight edge [1], [2], [17]. In these works, the position estimate is defined as the value at which the number of digital representations is maximized. Theoretical results are given in Section III. Analytical and experimental results are presented in Section IV. Conclusions are given in Section V.
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